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Preface

Effects of environmental, economic, social, political and technical factors have led
to the rapid deployment of various sources of renewable energy-based power gen-
eration. The incorporation of these generation technologies have led to the devel-
opment of a broad array of new methods and tools to integrate this new form of
generation into the power system network. This book, arranged into six sections,
tries to highlight various renewable energy based generation technologies.

Section 1 provides a general overview of the wind power technology, where the
classification of wind turbines based on generators, power electronic converters,
and grid connection is described in detail. In Chapter 1, the fundamentals of wind
power systems and their design aspects are presented; the modeling methods of
the wind phenomenon and turbine mechanical system are described in Chapter 2.
Chapter 3 presents modeling and integration of wind power systems to the grid,
while a literature review on the technologies and methods used for wind resource
assessment (WRA) and optimum wind turbine location is presented in Chapter 4.
In the next chapter, the descriptions of the different types of economic analysis
methods are presented with case studies. The operation and control of a line side
converter used in variable-speed wind energy conversion systems under balanced
and unbalanced grid voltages conditions is discussed in Chapter 6, and lastly, the
wake effect from wind turbines on overhead lines and, in particular, a tower line
close to wind farms is analyzed in Chapter 7.

Section 2 is on solar energy. Although sun charts are widely used, there are
situations where charts are inadequate and precise computations are preferred.
This is discussed in Chapter 8 as a computational approach that is applicable
to both thermal collection/conversion processes and photovoltaics (PV) systems.
In Chapter 9, the different types of PV systems, grid-connected and stand-alone,
designing of stand-alone PV system, both for electricity supply to remote homes
and solar water pumping systems, are presented. Concentrated solar power appears
to be a method of choice for large capacity, utility-scale electric generation in the
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near future, in particular, distributed trough systems, which represent a reasonably
mature approach. The power tower configuration is also a viable candidate. Both
these technologies have the possibility of energy storage and auxiliary heat pro-
duction during the unavailability of sunlight, and a discussion on this is carried
out in Chapter 10. Chapter 11 presents various overviews on battery-operated solar
energy storage, its charging technologies and performance, and maximum power
point tracking (MPPT). Non-grid solar thermal technologies like water heating
systems, solar cookers, solar drying applications and solar thermal building designs
are simple and can be readily adopted, as can be seen in Chapter 12. The solar tunnel
dryer is one of the promising technologies for large scale agricultural and industrial
processes. In this technology, the loading and unloading of material in process is
relatively easy and thus, more quantity can be dried at lower cost, as discussed in
Chapter 13.

Section 3 focuses on bio-mass energy. Chapter 14 presents biomass as a source
of energy which stores solar energy in chemical form in plant and animal mate-
rials. It is one of the most commonly used, but precious and versatile resource
on earth, and has been used for energy purposes since the Stone Age. Biomass
energy can be sustainable, environmentally benign and an economically sound
source. Chapter 15 presents a resource known as forest biomass. An analysis of
its potential energy, associated to its two sources, forest residue and energy crops,
is carried out. It discusses the collection and transportation systems and their per-
formance. Chapter 16 discusses different aspects of the production and utilization
of bioethanol. It also presents the technical fundamentals of various manufacturing
systems, depending on the raw material used. Biodiesel and its use as fuel could
help to reduce world dependence on petrol. In Chapter 17, the main character-
istics that make biodiesel an attractive biofuel are discussed, with Chapter 18 dis-
cussing the raw materials used to obtain biodiesel and their principal advantages and
disadvantages.

Section 4 is based on small hydro and ocean-based energies. Chapter 18 focuses
on some of the key challenges faced in the development of marine energy. It presents
a prototype form of marine energy being widely deployed as a contributor to the
world’s future energy supply. Chapter 19 describes electrical circuits and operations
of low power hydro plants. Grid connection issues and power quality problems are
explained with some examples. In the case of small hydro power plants, operational
problems and solutions through the strengthening of grid connection codes are pre-
sented in Chapter 19. In the case of the isolated small hydro power plant, frequency
is generally maintained constant either by dump load/load management or by input



Preface ix

flow control. Frequency control by using a combination of dump load and input flow
control is discussed in Chapter 20.

Section 5 is devoted to the simulation tools for renewable energy systems, dis-
tributed generation (DG) and renewable energy integration in electricity markets.
In Chapter 21, a review is undertaken of the main capabilities of the most common
software packages for feasibility studies of renewable energy installations. Here,
the chapter details the models implemented in these tools for representing loads,
resources, generators and dispatch strategies, and summarizes the approaches used
to obtain the lifecycle cost of a project. A short description of a methodology for
estimating greenhouse gas (GHG) emission reductions is also included. Chapter 22
reviews the distributed generation from a power system’s point of view. A detailed
analysis on DG allocation in a distribution system for loss reduction is presented
in Chapter 23, while the next chapter (Chapter 24) describes the aggregation of
DG plants which gives place to a new concept: the Virtual Power Producer (VPP).
VPPs can reinforce the importance of these generation technologies by making them
valuable in electricity markets. Thus, DG technologies are using various power elec-
tronics based converters.

Section 6 covers a range of assorted topics on renewable energy, such as
power electronics, induction generators, doubly-fed induction generators (DFIG),
power quality instrumentation for renewable energy systems and energy planning
issues. Chapter 25 describes the power-electronic technology for the integration of
renewable energy sources like wind, photovoltaic and energy-storage systems, with
grid interconnection requirements for the grid integration of intermittent renewable
energy sources discussed in detail. Chapter 26 provides an analysis of an induction
generator and the role of DFIG-based wind generators; their control is presented in
Chapter 27. Chapter 28 presents power quality instrumentation and measurements
in a distributed and renewable energy-based environment. The gap in the demand
and supply of energy can only be met by an optimal allocation of energy resources
and the need of the day for developing countries like India. For the socio-economic
development of India, energy allocation at the rural level is gaining in importance.
Thus, a detailed analysis of such cases and scenarios is presented in Chapter 29.

We are grateful to a number of individuals who have directly (or indirectly)
made contributions to this book. In particular, we would like to thank all the authors
for their contributions, and the reviewers for reviewing their book chapters, thus
improving the quality of this handbook.

We would also like to thank the Authorities and staff members of Brunel
University and The University of Queensland for being very generous and helpful
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in maintaining a cordial atmosphere, and for leasing us the facilities required
during the preparations of this handbook. Thanks are due to World Scientific Pub-
lishing, especially to Gregory Lee, for making sincere efforts for the book’s timely
completion.

Lastly, we would like to express our thanks and sincere regards to our family
members who have provided us with great support.

Ahmed F. Zobaa and Ramesh C. Bansal
Editors
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The technology of obtaining wind energy has become more and more important
over the last few decades. The purpose of this chapter is to provide a general dis-
cussion about wind power technology. The fundamental knowledge of wind power
systems and their design aspects are presented. The description of the fundamental
topics which are essential to understand the wind energy conversion and its eventual
use is also provided in the chapter. This chapter discusses the wind farms and hybrid
power systems as well.
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1.1 Introduction

Wind power is one of the renewable energy sources which has been widely developed
in recent years. Wind energy has many advantages such as no pollution, relatively
low capital cost involved and the short gestation period. The first wind turbine for
electricity generation was developed at the end of the 19th century. From 1940 to
1950, two important technologies, i.e., three blades structure of wind turbine and
the AC generator which replaced DC generator were developed.! During the period
of 1973 to 1979, the oil crises led to lots of research about the wind generation. At
the end of 1990s, wind power had an important role in the sustainable energy. At the
same time, wind turbine technologies were developed in the whole world, especially
in Denmark, Germany, and Spain. Today, wind energy is the fastest growing energy
source. According to the Global Wind Energy Council (GWEC), global wind power
capacity has increased from 7600 MW at the end of 1997 to 195.2 GW by 2009.
However wind power accounts for less than 1.0% of world’s electrical demand. It
is inferred that the wind power energy will develop to about 12% of the world’s
electrical supply by 2020.2

A lot of developments have been taken place in the design of wind energy con-
version systems (WECS). Modern wind turbines are highly sophisticated machines
built on the aerodynamic principles developed from the aerospace industry, incorpo-
rating advanced materials and electronics and are designed to deliver energy across
a wide-range of wind speeds. The following sections will discuss the different issues
related to wind power generation and wind turbines design.

The rest of the chapter is organized as follows. A number of important topics
including aerodynamic principle of wind turbine, power available in the wind, rotor
efficiency, factors affecting power in the wind, wind turbine power curve, opti-
mizing rotor diameter and generator rated power have been presented in Sec. 2.
Section 3 discusses a number of design considerations such as choice between two
and three blades turbine, weight and size considerations. Grid connected wind farms,
problems related with grid connections and latest trends of wind power generation
are described in Sec. 4. Section 5 discusses hybrid power system and economics of
wind power system. The conclusion is presented in Sec. 7, followed by references at
the end of chapter.

Classification of wind turbine rotors, different types of generators used in the
wind turbines, types of wind turbines, dynamic models of wind turbine will be
discussed in detail in Chap. 2 of the book.
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Fig. 1.1. The lift in (a) is the result of faster air sliding over the top of the wind foil. In (b),
the combination of actual wind and the relative wind due to blade motion creates a resultant
that creates the blade lift.3

1.2 Power in the Wind

1.2.1 Aerodynamics principle of wind turbine

Figure 1.1(a) shows an airfoil, where the air moving the top has a greater distance
to pass before it can rejoin the air that takes the short cut under the foil. So the air
pressure on the top is lower than the air pressure under the airfoil. The air pressure
difference creates the lifting force which can hold the airplane up.

In terms of the wind turbine blade, it is more complicated than the aircraft wing.
From Fig. 1.1(b) we can find that a rotating turbine blade sees air moving toward
it not only from the wind itself, but also from the relative motion of the blade. So
the combination of the wind and blade motion is the resultant wind which moves
toward the blade at a certain angle.

The angle between the airfoil and the wind is called the angle of attack as shown
in Fig. 1.2. Increasing the angle of attack can improve the lift at the expense of
increased drag. However, if we increase the angle of attack too much the wing will
stall and the airflow will have turbulence and damage the turbine blades.

1.2.2 Power available in the wind

The total power available in wind is equal to the product of mass flow rate of wind
m.,, and V2 /2. Assuming constant area or ducted flow, the continuity equation states
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Fig. 1.2. An increase in the angle of attack can cause a wing to stall.?

that m,, = pAV, where p is the density of air in kg/m3, A is the blades area in m?,

and V is velocity in m/s.
Thus, the total wind power,

Py = (my,V?)/2 = (pAV?)/2. (1.1)
Here, the p is a function of pressure, temperature and relative humidity. Let us
assume the inlet wind velocity is V; and the output velocity is V,, then the average
velocity is (V; + V,) /2.
The wind power recovered from the wind is given as
Pouw = mu (V] = V) /2 = (0A/4) (Vi + Vo) (VP = V)
= (Py/2)(1 +x —x* — x7), (1.2)

where x = V,,/V;. Differentiating Eq. (1.2) with respect to x and setting it to zero
gives the optimum value of x for maximum power output

d(Pyy)/dx =0 = (1 — 2x — 3x?) (1.3)
and then we can get xXmax , = 1/3.
Substituting the value of X,y , in Eq. (1.2), the maximum power recovered is
Pout max = 16/27P, = 0.593 P, (1.4)
It can be found that the maximum power from a wind system is 59.3% of the total

wind power.
The electrical power output is,

P, = Cynung Py, (1.5

where C), is the efficiency coefficient of performance when the wind is converted to
mechanical power. 1,, is mechanical transmission efficiency and n, is the elec-
tricity transmission efficiency.* The optimistic values for these coefficients are
C,=045,n, =095 and n, = 0.9, which give an overall efficiency of 38%.
For a given system, P, and P, will vary with wind speed.
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1.2.3 Rotor efficiency

For a given wind speed, the rotor efficiency is a function of the rotor turning rate.
If the rotor turns too slowly, the efficiency drops off because the blades are letting
too much wind pass by unaffected. However, if the rotor turns too fast, efficiency
will reduce as the turbulence caused by one blade increasingly affects the blade
that follows. The tip-speed ratio (TSR) is a function which can illustrate the rotor
efficiency. The definition of the tip-speed-ratio is:

TSR = rotor tip speed/wind speed = (tdN)/60v, (1.6)

where N is rotor speed in rpm, d is the rotor diameter (m); and v is the wind speed
(m/s) upwind of the turbine.

1.2.4 Factors affecting wind power
1.2.4.1 Wind statistics

Wind resource is a highly variable power source, and there are several methods
of characterizing this variability. The most common method is the power duration
curve.’ Another method is to use a statistical representation, particularly a Weibull
distribution function.® Long term wind records are used to select the rated wind
speed for wind electric generators. The wind is characterized by a Weibull density
function.

1.2.4.2 Load factor

There are two main objectives in wind turbine design. The first is to maximize
the average power output. The second one is to meet the necessary load factor
requirement of the load. The load factor is very important when the generator is
pumping irrigation water in asynchronous mode.” Commonly assumed long-term
average load factors may be anywhere from 25% to 30%.

1.2.4.3 Seasonal and diurnal variation of wind power

It is clear that the seasonal and diurnal variations have significant effects on wind.
The diurnal variation can be reduced by increasing the height of the wind power
generator tower. In the early morning, the average power is about 80% of the long
term annual average power. On the other hand, in early afternoon hours, the average
power can be 120% of the long term average power.
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1.2.5 Impact of tower height

Wind speed will increase with the height because the friction at earth surface is
large.® The rate of the increase of wind speed that is often used to characterize the
impact of the roughness of the earth’s surface on wind speed is given as:

v (H o L7
(‘)‘(ﬂ (a7

where v is the wind speed at height H, v, is the nominal wind speed at height H,,,
and « is the friction coefficient. This can be translated into a substantial increase in
power at greater heights. Table 1.1 gives the typical values of friction coefficient for
various terrain characteristics.

It is known that power in the wind is proportional to the cube of wind speed, so
even the modest increase in wind speed will cause significant increase in the wind
power. In order to get higher speed winds, the wind turbines will be mounted on a
taller tower. The air friction is also an important aspect to be considered, in the first
few hundred meters above the ground, wind speed is greatly affected by the friction
that air experiences. So smoother is the surface, lesser is the air movement friction.

1.2.6 Wind turbine sitting
The factors that should be considered while installing wind generator are as follow:

(1) Availability of land.

(2) Availability of power grid (for a grid connected system).
(3) Accessibility of site.

(4) Terrain and soil.

(5) Frequency of lighting strokes.

Once the wind resource at a particular site has been established, the next factor
that should be considered is the availability of land.'?~!2 The area of the land required
depends upon the size of wind farm. In order to optimize the power output from a

Table 1.1. Friction coefficient for various terrain characteristics.’

Terrain characteristics Friction coefficient o
Smooth hard ground, calm water 0.10
Tall grass on ground 0.15
High crops and hedges 0.20
Wooded countryside, many trees 0.25
Small town with trees 0.30

Large city with tall buildings 0.40
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given site, some additional information is needed, such as wind rose, wind speeds,
vegetation, topography, ground roughness, etc. In addition other information such as
convenient access to the wind farm site, load bearing capacity of the soil, frequency
of cyclones, earthquakes, etc., should also be considered. A detailed discussion on
technologies and methods used in wind resource assessment is presented in Chap. 4
of the book.

1.2.7 Idealized wind turbine power curve

The power curve is an important item for a specific wind turbine. The wind power
curve also shows the relationship between wind speed and generator electrical
output.

1.2.7.1 Cut-in wind speed

When the wind speed is below the cut-in wind speed (V) shown in Fig. 1.3, the wind
turbines cannot start.!*!* Power in the low speed wind is not sufficient to overcome
friction in the drive train of the turbine. The generator is not able to generate any
useful power below cut in speed.

1.2.7.2 Rated wind speed

We can see from Fig. 1.3 that as the wind speed increases, the power delivered
by the generator will increase as the cube of wind speed. When the wind speed
reached Vg the rated wind speed, the generator can deliver the rated power. If the
wind speed exceeds Vg, there must be some methods to control the wind power or
else the generator may be damaged. Basically, there are three control approaches
for large wind power machines: active pitch-control, passive stall-control, and the
combination of the two ways.

Rated power Shedding the wind
~ PRl e r —
B :
B
3 Cut in wind speed : .
2 : Rated wind J Furling or cut out
S : ated wind spee: wind speed
5 :
2 : / /
o .
Ay .

Ve Vr \'%3

wind speed (m/s) >

Fig. 1.3. Idealized power curve.
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In pitch-control system, an electronic system monitors the generator output
power. If the power exceeds the rated power, the pitch of the turbine blades will
adjust to shed some wind. The electronic system will control a hydraulic system
to slowly rotate the blades about the axes, and turn them a few degrees to reduce
the wind power. In conclusion, this strategy is to reduce the blade’s angle of attack
when the wind speeds over the rated wind speed.

For the stall-controlled machines, the turbine blades can reduce the efficiency
automatically when the winds exceed the rated speed. In this control method, there
are no moving parts, so this way is a kind of passive control. Most of the modern,
large wind turbines use this passive, stall-controlled approach.

For large (above 1.0 MW), when the wind speed exceed the rated wind speed,
the turbine machine will not reduce the angle of attack but increases it to induce
stall.

For small size wind turbines, there are a variety of techniques to spill wind. The
common way is the passive yaw control that can cause the axis of the turbine to
move more and more off the wind. Another way relies on a wind vane mounted
parallel to the plane of the blades. As winds get strong, the wind pressure on the
vane rotate the machine away from the wind.

From Fig. 1.3 we can see that there is no power generated at wind speeds below
Ve at wind speeds between Vg and Vg, the output is equal to the rated power of the
generator; above V the turbine is shut down.'>!4

1.2.7.3  Cut-out or furling wind speed

Sometimes, the wind is too strong to damage the wind turbine. In Fig. 1.3 this wind
speed is called as cut-out or the furling wind speed. Above Vp, the output power is
zero. In terms of active pitch-controlled and passive stall-controlled machines, the
rotor can be stopped by rotating the blades about their longitudinal axis to create a
stall. However, for the stall-controlled machines, there will be the spring-loaded on
the large turbine and rotating tips on the ends of the blades. When it is necessary,
the hydraulic system will trip the spring and blade tips rotate 90° out of the wind
and stop the turbine.

1.2.7.4 Optimizing rotor diameter and generator rated power

Figure 1.4 shows the trade-offs between rotor diameter and generator size as methods
to increase the energy delivered by a wind turbine. In terms of Fig. 1.4(a), increasing
the rotor diameter and keeping the same generator will shift the power curve upward.
In this situation, the turbine generator can get the rated power at a lower wind speed.
For Fig. 1.4(b), keeping the same rotor but increasing the generator size will allow
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Fig. 1.4. (a) Increasing rotor diameter gives the rate power at lower wind speed, (b)
increasing the generator size increases rate power.”

the power curve to continue upward to the new rated power. Basically, for the lower
speed winds, the generator rated power need not change, but for the high wind speed
area, increasing the rated power is a good strategy.’!>-16

1.2.8 Speed control for maximum power

Itis known that the rotor efficiency C, depends on the tip-speed ratio (TSR). Modern
wind turbines operate optimally when their TSR is in the range of around 4-6.!° In
order to get the maximum efficiency, turbine blades should change their speed as
the wind speed changes. There are different ways to control the rotor blades speed:

1.2.8.1 Pole-changing induction generators

In terms of the induction generator, the rotor spins at a frequency which is largely
controlled by the number of poles. If it is possible for us to change the number of
poles, we can make the wind turbine spin at different operating speeds. The stator
can have external connections that switch the number of poles from one value to
another without change in the rotor.

1.2.8.2 Variable slip induction generators

It is known that the speed of a normal induction generator is around 1% of the
synchronous speed. The slip in the generator is a function of the dc resistance in the
rotor conductors. If we add a variable resistance to the rotor, then the slip can range
up to about 10%.'3
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1.3 Wind Turbine Design Considerations

A wind turbine consists of rotor, power train, control and safety system, nacelle
structure, tower and foundations, etc.; the wind turbine manufacturer must consider
many factors before selecting a final configuration for development.

First of all, the intended wind location environment is the most important aspect.
The turbines for high turbulent wind sites should have robust, smaller diameter
rotors. The International Electro-technical Commission (IEC) specified design cri-
teria, which are based on the design loads on the mean wind speed and the turbulence
level.

Secondly, minimizing cost is the next most important design criteria. In fact
electricity generated by wind is more expensive than the electrical power from fuel-
based generators. So cost is a very important factor that restrains the wind power
generation from diversifying. If the cost of wind energy could be reduced by an
additional 30% to 50%, then it could be globally competitive. In order to reduce
the cost of wind energy, the wind energy designers can increase the size of the
wind turbine, tailor the turbines for specific sites, explore new structural dynamic

concepts, develop custom generators and power electronics. '

1.3.1 Basic design philosophies

There are three wind turbine design principles for handing wind loads: (i) with-
standing the loads, (ii) shedding or avoiding loads and (iii) managing loads mechan-
ically and/or electrically.!” For the first design philosophy, the classic Danish
configuration was originally developed by Paul La Com in 1890. These kinds of
designs are reliability, high solidity but non-optimum blade pitch, low tip speed
ratio (TSR) and three or more blades. For the wind turbines based on the second
design philosophy, these turbines have design criteria such as optimization for per-
formance, low solidity, optimum blade pitch, high TSR, etc. In terms of the designs
based on the third philosophy, these wind turbines have design considerations like
optimization for control, two or three blades, moderate TSR, mechanical and elec-
trical innovations.

1.3.2 Choice between two and three blade rotors

Wind turbine blades are one of the most important components of a wind turbine
rotor. Nowadays, fiber glass rotor blades are very popular. Rotor moment of inertia
is the main difference between two and three blades. For the three bladed rotors mass
movement has polar symmetry, whereas the two bladed rotor mass movements do
not have the same, so the structural dynamic equations for the two bladed turbine
system are more complex and have periodic coefficients.!” In terms of the three
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bladed systems, the equations have constant coefficients which make them easier
to solve. In conclusion, the three blade turbines are more expensive than the two
blades. However, three blades can provide lower noise and polar symmetry.

1.3.3 Weight and size considerations

Wind tower is the integral component of the wind system. In order to withstand the
thrust on the wind turbine, the wind tower must be strong enough. In addition, the
wind tower must also support the wind turbine weight. It is common to use the tall
wind towers because they can minimize the turbulence induced and allow more
flexibility in siting. The ability of a wind tower to withstand the forces from the
high wind is an important factor of a wind tower. The durability of the wind tower
depends on the rotor diameter of wind turbine and its mode of operation under such
conditions. In terms of the wind tower cost, the cost of operation and maintenance
(O&M) and the cost of major overhauls and repairs also needed to be considered.

1.4 Grid Connected Wind Farms

1.4.1 Wind farms

Nowadays, a single wind turbine is just used for any particular site, such as an
off-grid home in rural places or in off-shore areas. In a good windy site, normally
there will many wind turbines which are often called as a wind farm or a wind
park. The advantages of a wind farm are reduced site development costs, simplified
connections to transmission lines, and more centralized access for operation and
maintenance.

How many wind turbines can be installed at a wind site? If the wind turbines are
located too close, it will result in upwind turbine interfering with the wind received
by those located downwind. However, if the wind turbines are located too far, it
means that the site space is not properly utilized.

When the wind passes the turbine rotor, the energy will be extracted by the
rotor and the power which is available to the downwind machines will be reduced.
Recent studies show that the wind turbine performance will degrade when the wind
turbines are too close to each other. Figure 1.5 shows the optimum spacing of towers
is estimated to be 3—5 rotor diameters between wind turbines within a row and 5-9

diameters between rows.” 13

1.4.2 Problems related with grid connections

For wind power generation, there must be a reliable power grid/transmission network
near the site so that the wind generated power can be fed into the grid. Generally, the
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wind turbine generates power at 400V, which is stepped up to 11-110kV, depending
upon the power capacity of the wind system. If the wind power capacity is up to
6 MW, the voltage level is stepped up to 11/22 kV; for a capacity of 6-10 MW, the
voltage level is increased up to 33kV; and for capacity higher than 10 MW, it is
preferred to locate a 66 or 110kV substation at the wind farm site.'® An unstable
wind power generation system may have the following problems:

1.4.2.1 Poor grid security and reliability

From economic point of view, the poor grid stability may cause 10-20% power
loss,'® and this deficiency may be the main reason for low actual energy output of
wind power generation.

In China, many wind farms are actually not connected to the power grid because
of the stability issues and difficulties in dispatching by the system operators. Major
wind power researches are being conducted in aspects of dispatch issues, and long
distance transmission issues.

In the Australian National Electricity Market (NEM), before the connection of
a wind farm to a power grid, the (wind) generation service provider must conduct
connectivity studies by itself and/or with the transmission network service provider
for which the wind farm is to be connected. The connectivity study needs to check
if the proposed wind generator can be hosted by the existing power grid in view
of stability as well as reliability aspects. Depending on the study results conducted
by the transmission network service provider, the cost associated and the suitability
of the connection point of the proposed wind farm will be given for the generation
company to make further decisions regarding its investment.
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Table 1.2. Offshore wind farms in Europe.?!

Country Project name Capacity ~ Number of Wind turbine
MW) turbines  manufacturer
Denmark Horns Rev 1 160 80 Vestas
Denmark Nysted 165.6 72 Siemens
Denmark Horns Rev 2 209 91 Siemens
Netherlands Egmond Aan zee 108 38 Vestas
Netherlands Prinses Amaila 120 60 Vestas
Sweden Lillgund 110.4 48 Siemens
Gunfleet sands 1 and 2 Clacton-on Sear 104.4 29 Siemens

1.4.2.2  Low frequency operation

There is no doubt that the low frequency operation of the wind generation will affect
the output power. Normally, when the frequency is less than 48 Hz, many wind power
generations do not cut in. The power output loss could be around 5-10% on account
of low frequency operation. '8

1.4.2.3  Impact of low power factor

A synchronous generator can supply both active and reactive power. However,
reactive power is needed by the wind power generation with induction generator
for the magnetization. However, in terms of a wind power generator with induction
generators, instead of supplying reactive power to the grid, they will absorb reactive
power from grid. As a result, a suitable reactive power compensation device is
required to supply the reactive power to wind generator/grid.'®-2°

1.4.3 Latest trend of wind power generation

In Europe, offshore projects are now springing up off the coasts of Denmark, Sweden,
UK, France, Germany, Belgium, Irelands, Netherlands, and Scotland. The total
offshore wind farm installed capacity in 2009 has reached 2055 MW. Table 1.2
shows operational offshore wind farms having installed of more than 100 MW in
Europe till 2009.2!

1.5 Hybrid Power Systems

There are still many locations in different parts of the world that do not have electrical
connection to grid supply. A power system which can generate and supply power
to such areas is called a remote, decentralized, standalone, autonomous, isolated
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power system, etc. It is a common way to supply electricity to these loads by diesel
power plants. The diesel system is highly reliable which has been proved for many
years. The main problems of diesel systems are that the cost of fuel, transportation,
operation and maintenance are very high.

The cost of electricity can be reduced by integrating diesel systems with wind
power generation. This system has another advantage of reductions in size of diesel
engine and battery storage system, which can save the fuel and reduce pollution.
Such systems having a parallel operation of diesel with one or more renewable
energy based sources (wind, photovoltaic, micro hydro, biomass, etc.) to meet the
electric demand of an isolated area are called autonomous hybrid power systems.
Figure 1.6 shows a typical wind-diesel hybrid system with main components.?? A
hybrid system can have various options like wind-diesel, wind-diesel-photovoltaic,
wind-diesel-micro hydro, etc.

The operation system of a diesel engine is very important. Normally there are
two main modes of system operation which are running diesel engine either contin-
uously or intermittently. The continuous diesel system operation has the advantage
of technical simplicity and reliability. The main disadvantage of this approach is
low utilization of renewable energy sources (wind) and not very considerable fuel
savings. Basically, the minimum diesel loading should be 40% of the rated output,
and then minimum fuel consumption will be around 60% of that at full load.?* In
order to get large fuel savings, it is expected that the diesel engine runs only when
wind energy is lower than the demand. Nevertheless unless the load is significantly

_/W
DG SG
; Consumer loads
Diesel generator set
Reactive
power
\VA N support
A /
WT 1G
Wind system ﬁ
Control Dump loads
system Storage
system

Bus bar

Fig. 1.6. Schematic diagram of general isolated wind-diesel hybrid power system.
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less than the energy supplied by the wind turbine, the diesel generator will not be
able to stay off for a long time. The start-stop can be reduced by using the energy
storage methods. To make the supply under these circumstances continuous, it is
required to add complexity in the architecture or control strategy.

As wind is highly fluctuating in nature, and it will affect the supply quality con-
siderably and may even damage the system in the absence of proper control mech-
anism. Main parameters to be controlled are the system frequency and voltage, which
determine the stability and quality of the supply. In a power system, frequency devi-
ations are mainly due to real power mismatch between the generation and demand,
whereas voltage mismatch is the sole indicator of reactive power unbalance in the
system. In the power system active power balance can be achieved by controlling
the generation, i.e., by controlling the fuel input to the diesel electric unit and this
method is called automatic generation control (AGC) or load frequency control
(LFC) or by scheduling or management of the output power. The function of the
load frequency controller is to generate, raise or lower command, depending upon
the disturbance, to the speed-gear changer of the diesel engine which in turn changes
the generation to match the load. Different methods of controlling the output power
of autonomous hybrid power systems are dump load control, priority load control,
battery storage, flywheel storage, pump storage, hydraulic/pneumatic accumulators,
super magnetic energy storage, etc.?*

It is equally important to maintain the voltage within specified limits, which
is mainly related with the reactive power control of the system.>! In general, in
any hybrid system there will be an induction generator for the wind/hydro system.
An induction generator offers many advantages over a synchronous generator in
an autonomous hybrid power system. Reduced unit cost, ruggedness, brushless (in
squirrel cage construction), absence of separate DC source for excitation, ease of
maintenance, self-protection against severe overloads and short circuits, etc., are the
main advantages.?’

However the major disadvantage of the induction generator is that it requires
reactive power for its operation. In the case of the grid-connected system, the
induction generator can get the reactive power from grid/capacitor banks, whereas
in the case of the isolated/autonomous system, reactive power can only be sup-
plied by capacitor banks. In addition, most of the loads are also inductive in nature,
therefore, the mismatch in generation and consumption of reactive power can cause
serious problem of large voltage fluctuations at generator terminals especially in an
isolated system. The terminal voltage of the system will sag if sufficient reactive
power is not provided, whereas surplus reactive power can cause high voltage
spikes in the system, which can damage the consumer’s equipment and affect the
supply quality. To take care of the reactive power/voltage control an appropriate
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reactive power compensating device is required.'®?>?* Another approach available
from ENERCON?’ consists of a wind turbine based on an annular generator con-
nected to a diesel generator with energy storage to form a stand-alone power
system.

1.6 Economics of Wind Power Systems

There is no doubt that the purpose of all types of energy generation ultimately
depends on the scale of economics. Wind power generation costs have been falling
over recent years. It is estimated that wind power in many countries is already
competitive with fossil fuel and nuclear power if social/environmental costs are
considered.?

The installation cost of a wind system is the capital cost of a wind turbine (see
Fig. 1.7 for the normalized contribution of an individual sub-system towards total
capital cost of a wind turbine), land, tower, and its accessories, and it accounts for
less than any state or federal tax credits.

The installation cost of a wind system is the cost of wind turbine, land, tower,
and its accessories and it accounts for less than any state or federal tax credits.
The maintenance cost of the wind system is normally very small and annual mainte-
nance cost is about 2% of the total system cost. The cost of financing to purchase the
wind system is significant in the overall cost of wind system. Furthermore the extra
cost such as property tax, insurance of wind system and accidents caused from the
wind system. One of the main advantages of generating electricity from the wind
system is that the wind is free. The cost of the wind system just occurs once. On the

W Pitch, Blade, Hub
system

m Gearbox, Brake,
Electrical system

Controland safety
system

B Tower system

Fig. 1.7. Contribution of various sub-systems towards capital cost of wind turbine.
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other hand, the cost of non-renewable energies is more and more expensive, which
is required for renewable energies such as wind power.

Nowadays, research and development make the wind power generation compet-
itive with other non-renewable fuels such as fossil fuel and nuclear power. Lots of
efforts have been done to reduce the cost of wind power by design improvement,
better manufacturing technology, finding new sites for wind systems, development
of better control strategies (output and power quality control), development of policy
and instruments, human resource development, etc.?”

1.7 Conclusion

Wind power generation is very essential in today’s society development. Lots
of wind power technologies have been researched and numbers of wind farms
have been installed. The performance of wind energy conversion systems depends
on the subsystems such as wind turbine (aerodynamic), gears (mechanical), and
generator (electrical). In this chapter a number of wind power issues, such as power
in the wind, impact of tower height, maximum rotor efficiency, speed control for
maximum power, some of the design considerations in wind turbine design, wind
farms, latest trend of wind power generation from off shore sites, problems related
with grid connections and hybrid power systems have been discussed.
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This chapter focuses on wind turbine structure and modeling. First, a brief historical
background on the wind will be presented. Then classification of the wind turbine
based on generators, power electronic converters, and connecting to the grid will be
discussed. The overall dynamic model of the wind turbine system will be explained
in the end of the chapter.

2.1 Wind Energy Conversion System (WECS)

A wind energy conversion system (WECS) is composed of blades, an electric
generator, a power electronic converter, and a control system, as shown in Fig. 2.1.
The WECS can be classified in different types, but the functional objective of these
systems is the same: converting the wind kinetic energy into electric power and
injecting this electric power into the electrical load or the utility grid.

2.1.1 History of using wind energy in generating electricity

History of wind energy usage for the generation of electricity dates back to the 19th
century, but at that time the low price of fossil fuels made wind energy economically
unattractive.! The research on modern Wind Energy Conversion Systems (WECS)
was put into action again in 1973 because of the oil crisis. Earlier research was on
making high power modern wind turbines, which need enormous electrical gener-
ators. At that time, because of technical problems and high cost of manufacturing,
making huge turbines was hindered.!?> So research on the wind turbine turned to
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Fig. 2.1. Block diagram of a WECS.

making low-price turbines, which composed of a small turbine, an induction gen-
erator, a gearbox and a mechanical simple control method. The turbines had ratings
of at least several tens of kilowatts, with three fixed blades. In this kind of system,
the shaft of the turbine rotates at a constant speed. The asynchronous generator is
a proper choice for this system. These low-cost and small-sized components made
the price reasonable even for individuals to purchase.’

As a result of successful research on wind energy conversion systems, a new
generation of wind energy systems was developed on a larger scale. During the last
two decades, as the industry gained experience, the production of wind turbines has
grown in size and power rating. It means that the rotor diameter, generator rating,
and tower height have all increased. During the early 1980s, wind turbines with rotor
spans of about 10 to 15 meters, and generators rated at 10 to 65 kW, were installed.
By the mid-to late 1980s, turbines began appearing with rotor diameters of about
15 to 25 meters and generators rated up to 200 kW. Today, wind energy developers
are installing turbines rated at 200 kW to 2 MW with rotor spans of about 47 to
80 meters. According to the American Wind Energy Association (AWEA), today’s
large wind turbines produce as much as 120 times more electricity than early turbine
designs, with Operation and Maintenance (O&M) costs only modestly higher, thus
dramatically cutting O&M costs per kWh. Large turbines do not turn as fast, and
produce less noise in comparison to small wind turbines.*

Another modification has been the introduction of new types of generators in
wind systems. Since 1993, a few manufacturers have replaced the traditional asyn-
chronous generator in their wind turbine designs with a synchronous generator,
while other manufacturers have used doubly-fed asynchronous generators.

In addition to the above advances in wind turbine systems, new electrical con-
verters and control methods were developed and tested. Electrical developments
include using advanced power electronics in the wind generator system design, and
introducing the new concept, namely variable speed. Due to the rapid advancement
of power electronics, offering both higher power handling capability and lower
price/kW,’ the application of power electronics in wind turbines is expected to
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increase further. Also, some control methods were developed for big turbines with
the variable-pitch blades in order to control the speed of the turbine shaft. The pitch
control concept has been applied during the last fourteen years.

A lot of effort has been dedicated to comparison of different structures for wind
energy systems, as well as their mechanical, electrical and economical aspects.
A good example is the comparison of variable-speed against constant-speed wind
turbine systems. In terms of energy capture, all studies come to the same result that
variable speed turbines will produce more energy than constant speed turbines.®
Specifically, using variable-speed approach increases the energy output up to 20%
in a typical wind turbine system.’” The use of pitch angle control has been shown to
result in increasing captured power and stability against wind gusts.

For operating the wind turbine in variable speed mode, different schemes have
been proposed. For example, some schemes are based on estimating the wind speed
in order to optimize wind turbine operation.® Other controllers find the maximum
power for a given wind operation by employing an elaborate searching method.”~!!
In order to perform speed control of the turbine shaft, in an attempt to achieve
maximum power, different control methods such as field-oriented control and con-
stant Voltage/frequency (V/f) have been used.'?~1

As mentioned in the previous section, in the last 25 years, four or five generations
of wind turbine systems have been developed.'® These different generations are
distinguished based on the use of different types of wind turbine rotors, generators,
control methods and power electronic converters. In the following sections, a brief
explanation of these components is presented.

2.1.2 Classification of wind turbine rotors

Wind turbines are usually classified into two categories, according to the orientation

of the axis of rotation with respect to the direction of wind, as shown in Fig. 2.2!7:18:

e Vertical-axis turbines
e Horizontal-axis turbines.

2.1.2.1 Vertical-axis wind turbine (VAWT)

The first windmills were built based on the vertical-axis structure. This type has only
been incorporated in small-scale installations. Typical VAWTs include the Darrius
rotor, as shown in Fig. 2.2(a). Advantages of the VAWT?%2! are:

e Easy maintenance for ground mounted generator and gearbox,
e Receive wind from any direction (no yaw control required), and
e Simple blade design and low cost of fabrication.



24 S. M. Barakati

Drive Train
Upper hub

Generator
s——— Guy Wire

Hub

Rator Blade

Lower hub

Genarator

Gearbox ) ﬁ

(a) (b)

Fig.2.2. (a) A typical vertical-axis turbine (the Darrius rotor),? (b) a horizontal-axis wind
turbine.!

Disadvantages of a vertical-axis wind turbine are:

Not self starting, thus, require generator to run in motor mode at start,
Lower efficiency (the blades lose energy as they turn out of the wind),
Difficulty in controlling blade over-speed, and

Oscillatory component in the aerodynamic torque is high.

2.1.2.2 Horizontal-axis wind turbines (HAWT)

The most common design of modern turbines is based on the horizontal-axis
structure. Horizontal-axis wind turbines are mounted on towers as shown in
Fig. 2.2(b). The tower’s role is to raise the wind turbine above the ground to intercept
stronger winds in order to harness more energy.

Advantages of the HAWT:

e Higher efficiency,
e Ability to turn the blades, and
e Lower cost-to-power ratio.
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Disadvantages of the horizontal-axis:

e Generator and gearbox should be mounted on a tower, thus restricting servicing,
and
e More complex design required due to the need for yaw or tail drive.

The HAWT can be classified as upwind and downwind turbines based on the
direction of receiving the wind, as shown in Fig. 2.3.22%3 In the upwind structure
the rotor faces the wind directly, while in downwind structure, the rotor is placed
on the lee side of the tower. The upwind structure does not have the tower shadow
problem because the wind stream hits the rotor first. However, the upwind needs a
yaw control mechanism to keep the rotor always facing the wind. On the contrary,
the downwind may be built without a yaw mechanism. However, the drawback is
the fluctuations due to the tower shadow.

2.1.3 Common generator types in wind turbines

The function of an electrical generator is providing a means for energy conversion
between the mechanical torque from the wind rotor turbine, as the prime mover,
and the local load or the electric grid. Different types of generators are being used
with wind turbines. Small wind turbines are equipped with DC generators of up
to a few kilowatts in capacity. Modern wind turbine systems use three-phase AC
generators.?! The common types of AC generator that are possible candidates in
modern wind turbine systems are as follows:

e Squirrel-Cage rotor Induction Generator (SCIG),
e Wound-Rotor Induction Generator (WRIG),
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e Doubly-Fed Induction Generator (DFIG),
e Synchronous Generator (with external field excitation), and
e Permanent Magnet Synchronous Generator (PMSG).

For assessing the type of generator in WECS, criteria such as operational
characteristics, weight of active materials, price, maintenance aspects and the appro-
priate type of power electronic converter, are used.

Historically, the induction generator (IG) has been extensively used in com-
mercial wind turbine units. Asynchronous operation of induction generators is con-
sidered an advantage for application in wind turbine systems, because it provides
some degree of flexibility when the wind speed is fluctuating.

There are two main types of induction machines: squirrel-cage (SC), and wound-
rotor (WR). Another category of induction generator is the DFIG; the DFIG may be
based on the squirrel-cage or wound-rotor induction generator.

The induction generator based on SCIG is a very popular machine because of its
low price, mechanical simplicity, robust structure, and resistance against disturbance
and vibration.

The wound-rotor is suitable for speed control purposes. By changing the rotor
resistance, the output of the generator can be controlled and also speed control of
the generator is possible. Although the WRIG has the advantage described above, it
is more expensive than a squirrel-cage rotor.

The DFIG is a kind of induction machine in which both the stator windings and
the rotor windings are connected to the source. The rotating winding is connected
to the stationary supply circuits via power electronic converter. The advantage of
connecting the converter to the rotor is that variable-speed operation of the turbine
is possible with a much smaller, and therefore much cheaper converter. The power
rating of the converter is often about 1/3 the generator rating.?*

Another type of generator that has been proposed for wind turbines in several
research articles is a synchronous generator.”>~%” This type of generator has the
capability of direct connection (direct-drive) to wind turbines, with no gearbox.
This advantage is favorable with respect to lifetime and maintenance. Syn-
chronous machines can use either electrically excited or permanent magnet (PM)
rotor.

The PM and electrically-excited synchronous generators differ from the
induction generator in that the magnetization is provided by a Permanent Magnet
pole system or a dc supply on the rotor, featuring providing self-excitation property.
Self-excitation allows operation at high power factors and high efficiencies for the
PM synchronous.

It is worth mentioning that induction generators are the most common type of
generator use in modern wind turbine systems.’
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2.1.3.1 Mechanical gearbox

The mechanical connection between an electrical generator and the turbine rotor
may be direct or through a gearbox. In fact, the gearbox allows the matching of the
generator speed to that of the turbine. The use of gearbox is dependent on the kind
of electrical generator used in WECS. However, disadvantages of using a gearbox
are reductions in the efficiency and, in some cases, reliability of the system.

2.1.3.2 Control method

With the evolution of WECS during the last decade, many different control methods
have been developed. The control methods developed for WECS are usually divided
into the following two major categories:

e Constant-speed methods, and
e Variable-speed methods.

2.1.3.2.1 Variable-speed turbine versus constant-speed turbine

In constant-speed turbines, there is no control on the turbine shaft speed. Constant
speed control is an easy and low-cost method, but variable speed brings the following
advantages:

e Maximum power tracking for harnessing the highest possible energy from the
wind,

e Lower mechanical stress,

e Less variations in electrical power, and

e Reduced acoustical noise at lower wind speeds.

In the following, these advantages will be briefly explained.

Using shaft speed control, higher energy will be obtained. Reference 28 com-
pares the power extracted for a real variable-speed wind turbine system, with a
34-m-diameter rotor, against a constant-speed wind turbine at different wind speeds.
The results are illustrated in Fig. 2.4. The figure shows that a variable-speed system
outputs more energy than the constant-speed system. For example, with a fixed-
speed system, for an average annual wind speed of 7 m/s, the energy produced is
54.6 MWh, while the variable-speed system can produce up to 75.8 MWh, under
the same conditions. During turbine operation, there are some fluctuations related
to mechanical or electrical components. The fluctuations related to the mechanical
parts include current fluctuations caused by the blades passing the tower and various
current amplitudes caused by variable wind speeds. The fluctuations related to the
electrical parts, such as voltage harmonics, is caused by the electrical converter.
The electrical harmonics can be conquered by choosing the proper electrical filter.
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Fig.2.4. Comparison of power produced by a variable-speed wind turbine and a constant-
speed wind turbine at different wind speeds.

However, because of the large time constant of the fluctuations in mechanical com-
ponents, they cannot be canceled by electrical components. One solution that can
largely reduce the disturbance related to mechanical parts is using a variable-speed
wind turbine. References 6 and 28 compare the power output disturbance of a typical
wind turbine with the constant-speed and variable-speed methods, as shown in
Fig. 2.5. The figure illustrates the ability of the variable-speed system to reduce
or increase the shaft speed in case of torque variation. It is important to note that the
disturbance of the rotor is related also to the mechanical inertia of the rotor.
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Fig. 2.5. Power output disturbance of a typical wind turbine with constant-speed method
and variable-speed methods.'->?7
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Although a variable-speed operation is adopted in modern wind turbines, this
method has some disadvantages, such as additional cost for extra components and
complex control methods.”*"

2.1.4 Power electronic converter

The power electronic (PE) converter has an important role in modern WECS with
the variable-speed control method. The constant-speed systems hardly include a PE
converter, except for compensation of reactive power. The important challenges for
the PE converter and its control strategy in a variable-speed WECS are’!:

e Attain maximum power transfer from the wind, as the wind speed varies, by
controlling the turbine rotor speed, and

e Change the resulting variable-frequency and variable-magnitude AC output from
the electrical generator into a constant-frequency and constant-magnitude supply
which can be fed into an electrical grid.

As a result of rapid developments in power electronics, semiconductor devices
are gaining higher current and voltage ratings, less power losses, higher reliability, as
well as lower prices per kVA. Therefore, PE converters are becoming more attractive
in improving the performance of wind turbine generation systems. It is worth men-
tioning that the power passing through the PE converter (that determines the capacity
the PE converter) is dependent on the configuration of WECS. In some applications,
the whole power captured by a generator passes through the PE converter, while in
other categories only a fraction of this power passes through the PE converter.

The most common converter configuration in variable-speed wind turbine system
is the rectifier-inverter pair. A matrix converter, as a direct AC/AC converter, has
potential for replacing the rectifier-inverter pair structure.

2.1.4.1 Back-to-back rectifier-inverter pair

The back-to-back rectifier-inverter pair is a bidirectional power converter consisting
of two conventional pulse-width modulated (PWM) voltage-source converters
(VSC), as shown in Fig. 2.6. One of the converters operates in the rectifying
mode, while the other converter operates in the inverting mode. These two con-
verters are connected together via a dc-link consisting of a capacitor. The dc-link
voltage will be maintained at a level higher than the amplitude of the grid line-to-
line voltage, to achieve full control of the current injected into the grid. Consider
a wind turbine system including the back-to-back PWM VSC, where the rectifier
and inverter are connected to the generator and the electrical grid, respectively. The
power flow is controlled by the grid-side converter (GSC) in order to keep the dc-link
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Fig. 2.6. 'The back-to-back rectifier-inverter converter.

voltage constant, while the generator-side converter is responsible for excitation of
the generator (in the case of squirrel-cage induction generator) and control of the
generator in order to allow for maximum wind power to be directed towards the
dc bus.?! The control details of the back-to-back PWM VSC structure in the wind
turbine applications has been described in several papers.3?~3

Among the three-phase AC/AC converters, the rectifier-inverter pair structure
is the most commonly used, and thus, the most well-known and well-established.
Due to the fact that many semiconductor device manufacturers produce compact
modules for this type of converter, the component cost has gone down. The dc-
link energy-storage element provides decoupling between the rectifier and inverter.
However, in several papers, the presence of the dc-link capacitor has been considered
as a disadvantage. The dc-link capacitor is heavy and bulky, increases the cost, and
reduces the overall lifetime of the system.36~%

2.1.4.2 Matrix converter

Matrix converter (MC) is a one-stage AC/AC converter that is composed of an array
of nine bidirectional semiconductor switches, connecting each phase of the input to
each phase of the output. This structure is shown in Fig. 2.7.

The basic idea behind the matrix converter is that a desired output frequency,
output voltage and input displacement angle can be obtained by properly operating
the switches that connect the output terminals of the converter to its input terminals.
The development of MC configuration with high-frequency control was first intro-
duced in the work of Venturini and Alesina in 1980.%*! They presented a static fre-
quency changer with nine bidirectional switches arranged as a3 x 3 array and named
ita matrix converter. They also explained the low-frequency modulation method and
direct transfer function approach through a precise mathematical analysis. In this
method, known as direct method, the output voltages are obtained from multipli-
cation of the modulation transfer matrix by input voltages.** Since then, the research
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Fig. 2.7. Matrix converter structure, the back-to-back rectifier-inverter converter.

on the MC has concentrated on the implementation of bidirectional switches, as well
as modulation techniques.

As in case of comparison MC with the rectifier-inverter pair under PWM
switching strategy, MC provides low-distortion sinusoidal input and output wave-
forms, bi-directional power flow, and controllable input power factor.** The main
advantage of the MC is in its compact design which makes it suitable for applications
where size and weight matter, such as in aerospace applications.*

The following drawbacks have been attributed to matrix converters: The mag-
nitude of the MC output voltage can only reach 0.866 times than that of the input
voltage, input filter design for MC is complex, and because of an absence of a dc-
link capacitor in the MC structure the decoupling between input and output and
ride-through capability do not exist, limiting the use of MC.*

2.1.5 Different configurations for connecting wind turbines to the grid

The connection of the wind turbine to the grid depends on the type of electrical gen-
erator and power electronic converter used. Based on the application of PE converters
in the WECS, the wind turbine configurations can be divided into three topologies:
directly connected to the grid without any PE converter, connected via full-scale
the PE converter, and connected via partially-rated PE converter. In the following,
the generator and power electronic converter configurations most commonly used
in wind turbine systems are discussed.

As a simple, robust and relatively low-cost system, a squirrel-cage induction
generator (SCIG), as an asynchronous machine, is connected directly to the grid,
as depicted in Fig. 2.8. For an induction generator, using a gearbox is necessary
in order to interface the generator speed and turbine speed. The capacitor bank
(for reactive power compensation) and soft-starter (for smooth grid connection) are
also required. The speed and power are limited aerodynamically by stall or pitch
control. The variation of slip is in the range of 1-2%, but there are some wind
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turbines based on SCIG in industry with increased rotor resistance and, therefore,
increased slip (2—3%). This scheme is used to allow a little bit of speeding up during
wind gusts in order to reduce the mechanical stresses. However, this configuration
based on an almost fixed speed is not proper for a wind turbine in a higher power
range and also for locations with widely varying wind velocity.>0

Three wind turbine systems based on induction generators, with the capability
of variable-speed operation are shown in Fig. 2.9.5!6 The wind turbine system in
Fig. 2.9(a) uses a wound-rotor induction generator (WRIG). The idea of this model
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Fig.2.9. Wind turbine systems based on the induction generator with capability of variable-
speed operation: (a) Wound-Rotor, (b) Doubly-Fed, and (c) Brushless Doubly-Fed induction
generators.
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is that the rotor resistance can be varied electronically using a variable external
rotor resistance and a PE converter. By controlling the rotor resistance, the slip of
the machine will be changed over a 10% range (speed range 2—4%).> In normal
operation, the rotor resistance is low, associated with low slip, but during wind gusts
the rotor resistance is increased to allow speeding up.

Figure 2.9(b) shows a configuration employing a Doubly-Fed Induction Gen-
erator (DFIG) and a power electronic converter that connects the rotor winding to
the grid directly. With this configuration, it is possible to extend the speed range
further without affecting the efficiency. The reason for speed control without loss
of efficiency is that slip power can be fed back to the grid by the converter instead
of being wasted in the rotor resistance. Note that the power rating of the power
converter is § Pnom, Where “s” is the maximum possible slip and Py, is the nominal
power of the machine. The rotor slip (s) can be positive or negative because the
rotor power can be positive or negative, due to the bidirectional nature of the power
electronic converter. For example, if the power rating of the converter is 10% of
the power rating of the generator, the speed control range is from 90% to 110% of
the synchronous speed. It means that at 110% speed, s = —0.1 and power is fed
from the rotor to the grid, whereas at 90% speed, the slipis s = +0.1, and 10% of the
power is fed from the grid to the rotor through the converter. With these attributes,
i.e., a larger control range and smaller losses, the configuration in Fig. 2.9(b) is more
attractive than the configuration in Fig. 2.9(a).

In the configurations shown in Figs. 2.9(a) and 2.9(b), with the wound-rotor
induction generator, the access to the rotor is possible through the slip rings and
brushes. Slip rings and brushes cause mechanical problems and electrical losses. In
order to solve the problems of using slip rings and brushes, one alternative is by
using the Brushless Doubly-Fed induction generator (BDFIG), shown in Fig. 2.9(c).
In this scheme, the stator windings (main winding) are directly connected to the grid,
while the three-phase auxiliary winding is connected to the electrical grid through a
PE converter. By using the appropriate control in the auxiliary winding, it is possible
to control the induction machine at almost any speed. Also, in this configuration, a
fraction of the generator power is processed in the converter.

In the third category, the electrical machine is connected to the electrical grid
via a fully-rated converter. It means that the whole power interchanged between
the wind turbine and the electrical grid must be passed through a PE converter.
This implies extra losses in the power conversion. However this configuration will
improve the technical performance. In this configuration, as an electrical machine,
it is possible to use an induction machine or synchronous machine, as shown in
Fig. 2.10.5:163! Note that the system of Fig. 2.10(a) uses a gearbox together with a
SCIG. The systems of Figs. 2.10(b) and 2.10(c) use synchronous generators without
a gear box.
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Fig. 2.10. Wind turbine systems with a fully-rated power converter between generator
terminals and the grid: (a) induction generator with gearbox, (b) synchronous and (c) PM
synchronous.

In the configuration in Fig. 2.10(b), the synchronous generator needs a small
power electronic converter for field excitation, and slip rings. An advantage of using
the synchronous generator is the possibility of eliminating the gearbox in the wind
turbine (direct-drive wind turbine). Direct drive generators essentially have a large
diameter because of the high torque. In gearless drives, induction machines cannot be
used because of the extreme excitation losses in these large machines due to the large
air gap. However, synchronous machines can be used in direct-drive wind turbines,
with either electrically excited or permanent-magnet rotor structures (Fig. 2.10(c)).
Direct-drive systems with permanent magnet excitation are more expensive, because
of the high price of magnets, but have lower losses. Nowadays, the price of permanent
magnets is decreasing dramatically. Another disadvantage of using the permanent
magnet synchronous machine is the uncontrollability of its excitation.

All configurations shown in Fig. 2.10 have the same control characteristics since
the power converter between the generator and the grid enables fast control of



Wind Turbine Systems: History, Structure, and Dynamic Model 35

active and reactive power. Also, the generator is isolated from the grid by a dc-link
capacitor. But, using a fully-rated power electronic converter is the disadvantage of
these configurations.

Different wind turbine manufacturers produce different configurations. Com-
paring different systems from different points of view shows a trade-off between
cost and performance.

2.1.6 Starting and disconnecting from electrical grid

When wind velocities reach approximately 7 miles per hour, the wind turbine’s
blades typically start rotating, but at 9 to 10 mph, they will start generating elec-
tricity. To avoid damage, most turbines automatically shut themselves down when
wind speeds exceed 55 to 65 mph. When the wind turbines are connected to or dis-
connected from the grid, voltage fluctuation and transient currents can occur. The
high current can be limited using a soft-start circuit.?

2.2 Overall Dynamic Model of the Wind Turbine System and Small
Signal Analysis

2.2.1 Dynamic model of the wind turbine system

In this section, a nonlinear dynamic model of a grid-connected wind-energy con-
version system is developed in gdo reference frame. Dynamic models of the
mechanical aerodynamic conversion, drive train, electrical generator, and power
electronic converter are presented.

Different components of a wind turbine system model and the interactions among
them are illustrated in Fig. 2.11.#7 The figure shows model blocks for wind speed,
the aerodynamic wind turbine, mechanical components, electrical generator, power
electronic converter, and utility grid. The system may also contain some mechanical
parts for blades angle control. In the following sections, detailed discussions of

Aerodynamic Model
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Fig. 2.11. Block diagram of the overall wind turbine system model.
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the building blocks of the overall model are presented. Note that, in the modeling,
a wind turbine system with constant blade angle, without blade angle control, is
considered.

2.2.1.1 Aerodynamic model

As illustrated in Fig. 2.11, the output of the aerodynamic model block is the
mechanical torque on the wind-turbine shaft, that is a function of the wind-turbine
characteristics, wind speed, shaft speed, and the blade angle. In the following, a
formula for the turbine output power and torques will be introduced.

2.2.1.2  Wind turbine output torque

As the wind blows, it turns the wind turbine’s blades, which turns the generator
rotor to produce electricity. The output power of the wind turbine is related to two
parameters: wind speed and rotor size. This power is proportional to the cubic wind
speed, when all other parameters are assumed constant. Thus, the output power of
wind turbines will increase significantly as the wind speed increases. In addition,
larger rotors allow turbines to intercept more wind, increasing their output power.
The reason is that the rotors sweep a circular surface whose area is a function of the
square of the blade length. Thus, a small increase in blade length leads to a large
increase in the swept area and energy capture. But, for economical and technical
reasons, the size of the blades in wind turbines has limitations.

The mechanical power and mechanical torque on the wind turbine rotor shaft

are given by Egs. (2.1) and (2.2), respectively.®0—63
1
Pr = 2pACp(B, 1)V, .1)
1
Tr = 5—pACp(B, )V, (2:2)
wr

where

Pr = mechanical power extracted from turbine rotor,
Tr = mechanical torque extracted from turbine rotor,
A, = area covered by the rotor = I[1R? where R is turbine rotor radius [m],
Vw = velocity of the wind [m/s],
C, = performance coefficient (or power coefficient),
p = air density [kg/m’],
A = tip-speed-ratio (TSR),
B = rotor blade pitch angle [rad.],

w7 = angular speed of the turbine shaft [rad/s].
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Fig.2.12. A typical C), versus A curve.

The blade tip-speed-ratio is defined as follows:

L blade tip speed w7 x R. (2.3)

wind speed VY,

The power coefficient C), is related to the tip-speed-ratio A, and rotor blade pitch
angle, B. Figure 2.12 shows a typical C, versus tip-speed-ratio curve. C,, changes
with different values of the pitch angle, but the best efficiency is obtained for 8 = 0.'3
In the study, it is assumed that the rotor pitch angle is fixed and equal to zero.

The power coefficient curve has been described by different fitted equations in the
literature.” 1363 In this study, the C,, curve is approximated analytically according

{0:61.62
(=3 + i)
15— 03B

The theoretical upper limit for C), is 0.59 according to Betz’s Law, but its practical
range of variation is 0.2-0.4.!8:64

Equations (2.1)—(2.4) give a model for the transfer of wind kinetic energy to
mechanical energy on the shaft of wind turbine. The block diagram of this model is
shown in Fig. 2.13.

Cy(x, B) = (0.44 — 0.0167p) sin [ :| —0.00184(=3 +A)B. (24)

2.2.1.3 Tower-shadow effect

The tower-shadow effect is caused by the periodical passing by of the wind turbine
blades past the wind tower.5>% This gives a drop in the mechanical torque which
is transferred to the generator shaft and subsequently felt as a drop in the output
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Fig. 2.13. Block diagram of the aerodynamic wind turbine model.

voltage. Usually the tower-shadow effect has a frequency proportional to the number
of blades, for example, three per revolution for a three blade turbines.

To account for the tower-shadow effect, a periodic torque pulse with frequency
frp is added to the output torque of the aerodynamic model. The frequency of the

periodic torque is:*6

fre =N x f,, (2.5)

where N is the number of blades and f, the rotor angular speed (in Hz).

The magnitude of the torque depends on the type of wind turbine. As mentioned,
based on the direction of wind received by the wind turbine, there are two structures:
upwind and downwind. The tower-shadow effect is more significant in the downwind
turbine. For this case, as a rule of thumb, the magnitude of this torque pulse equals
0.1 p.u., based on the rated torque of the wind turbine. The magnitude of the torque
pulse for the upwind rotor is smaller in comparison with that for the downwind
rotor.?%2! The tower-shadow torque should be considered as a disturbance at the
output of block diagram Fig. 2.13.

2.2.1.4 Mechanical model

In this subsection, a complete mechanical model for the wind turbine shaft dynamics
is presented. Since the time constants of some mechanical parts are large in com-
parison with those of the electrical components, and detailed information on all
mechanical parameters is not available,®’ the mechanical model has been developed
based on reasonable time constant values and the data available. The model of a
wind turbine drive train is fundamentally a three-mass model corresponding to a
large mass for the wind turbine rotor, a mass for the gearbox and a mass for the gen-
erator. The moments of inertia of the shafts and gearbox can be neglected because
they are small compared with the moments of inertia of the wind turbine and the
generator.®®% Therefore, the mechanical model is essentially a two-mass model of
rotor dynamics, consisting of a large mass and a small mass, corresponding to the
wind turbine rotor inertia J; and generator rotor inertia Jg;, respectively,®93:66-70
as shown in Fig. 2.14. The low-speed shaft is modeled as an inertia, a spring with
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Fig. 2.14. A complete mechanical model of the wind turbine shaft.

Table 2.1. Mechanical model parameters.

Parameter Description Parameter Description

Jr Wind turbine inertia [kg.mz] wr Wind turbine shaft speed [rad/s]

Jc Generator inertia [kg.mz] wg Generator shaft speed [rad/s]

K, Stiffness coefficient Or Wind turbine shaft angle [rad]
[N.m/rad]

B Damper coefficient Og Generator shaft angle [rad]
[N.m/rad./s]

Tr Wind turbine torque [N.m] l:ngesr  Gear ratio

T. Generator electromechanical

torque [N.m]

stiffness coefficient K, and a damper with damping coefficient B. An ideal gear
box with the gear ratio 1 : ngeq, is included between the low-speed and high-speed
shafts. Also, the parameters of the mechanical model are defined in Table 2.1.

The drive train converts the aerodynamic torque 77 on the low-speed shaft to the
torque on the high-speed shaft 7,. The dynamics of the drive train are described by
the following three differential equations:

%wr = JLT[TT — (K60 + Béw)], (2.6)
1(89) = dw, 2.7
dt

d 1 1

Ea)g = J_T |:7]gear (K80 + Bdw) — Te] , (2.8)

where 80 = Or — 0,/Ngear, 00 = W7 — Wg/Ngear, Tr 1s the turbine mechanical
torque from Eq. (2.2) and 7, is the generator electromechanical torque which will
be introduced in the next section.
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It is worth mentioning that as a simple dynamic model, one can consider a
single mass model, i.e., one lumped mass accounting for all the rotating parts of
the wind turbine. In fact, the stiffness and damping of shaft are used for the sake
of completeness and can be removed in case they are not important in a specific
application. This removal simplifies the dynamic model and reduces system order,
but the completeness of the dynamic model will be compromised.

2.2.1.5 Induction machine model

Figure 2.15 shows an idealized three-phase induction machine consisting of a stator
and a rotor.”!"”? Each phase in stator and rotor windings has a concentrated coil
structure. The balanced three-phase ac voltages in the stator induce current in the
short-circuited rotor windings by induction or transformer action. It can be shown
that the stator current establishes a spatially sinusoidal flux density wave in the air
gap which rotates at synchronous speed given by:

2
wy = ;a)e, (2.9)

where w; is the synchronous speed in rad/sec, w, stator angular electrical frequency
in rad/sec, and P the number of poles. If the mechanical shaft speed of the machine
is defined as w, (in rad/sec), at any speed wj, the speed difference w; — w, creates
slip (s). The slip is defined as follows:

Wy — Wy
§ = —"-" (2.10)
w

Stator
as axis
Rotor
ar axis

Rotor

, Stator
7

Fig. 2.15. Equivalent circuit for the induction machine.®
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Fig. 2.16. A per-phase equivalent circuit for induction machine.

In the induction generator, at steady-state operating point, w, (= w,) is slightly
higher than wy (i.e., s < 0), while in induction motor, w, is slightly lower than w;
(.e.,s > 0).

A transformer-like per-phase equivalent circuit for induction machine, in steady-
state, is shown in Fig. 2.16.

In this equivalent circuit, ry is the stator resistance, L, the stator inductance, Ly,
the magnetizing inductance, L,, the rotor inductance (referred to stator circuit) and 7,
the rotor resistance (referred to stator circuit). In the generator mode, the resistance
r,/s has a negative value. This negative resistance implies the existence of a source
and therefore, the direction of power in the generator mode is from the rotor circuit
to the stator circuit.

In steady-state, the electromechanical torque on the shaft is a function of the
rotor current, rotor resistance and slip, as expressed by Eq. (2.11).71:72

3 LT,
T,=—1>-—~.

ws " s

@2.11)

If the terminal voltage and frequency are constant, 7, can be calculated as a
function of slip (s) from Eq. (2.11). Figure 2.17 shows the torque-speed curve,
where the value of slip is extended beyond the region 0 < s < 2. In Fig. 2.17
two distinct zones can be identified: generating mode (s < 0) and motoring mode
(0 < s < 1). The sign of the torque in the motoring and generating regions has been
specified based on the convention that: Tiyoor > 0 and Tgeneraior < 0. The magnitude
of the counter torque that is developed in the induction generator as a result of the
load connected at the machine’s stator terminals is then 7. = —7,. The theoretical
range of operation in the generator mode is limited between the synchronous angular
speed wy and the w, corresponding to the pushover torque.

Itis worth noting that, as shown in the equivalent circuit of Fig. 2.17, the induction
machines have inductive nature, and therefore, the induction generator (similar to
induction motor) absorbs reactive power from its terminals. The reactive power
essentially sustains the rotating magnetic field in the air gap between the cage rotor
and the stator winding. This reactive power should be supplied by the grid, in grid-
connected mode, or by the capacitor-bank that is connected at the stator terminals,
in stand-alone mode. Moreover, it is possible to add a power electronic converter,
acting as a dynamic Var compensation device, at the stator terminals, for additional
and smoother Var control.”?
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Fig. 2.17. Torque-speed curve of induction machine.®®7°

The output voltage of the generator, in stand-alone operation, can be estimated
from the intersection point of the magnetization curve of the machine and the
impedance line of the capacitor. This intersection point defines the operating point.
Also the output frequency, in a grid connection, is dictated by the grid, while in stand-
alone operation, it is a function of the load, rotor speed and excitation capacitance.’

2.2.1.5.1 Dynamic model of the induction machine

A commonly-used induction machine model is based on the flux linkages.””> The
dynamic equivalent circuit of the induction machine in gdo frame is illustrated in
Refs. 72 and 75.

Note that in the gdo-equivalent circuit all the rotor parameters are transferred
to the stator side. The machine is described by four differential equations based on
flux linkage in the gdo frame and one differential equation based on rotor electrical
angular speed, as follows:

drys

th = Cqus — weWys + C21//qr + wpvys, (2.12)
dYras

th‘ = WeWys + C1¥as + CoVar + @pas, (2.13)
Yy
ﬂ = C3qu + C4wqr - (we - wre)l/fdra (214)

dt
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(WO, T,

qr'r

Fig. 2.18. Qdo-equivalent circuit of an induction machine.”®73
dira
dr L = C3¥as + (we — a)re)qu + CaVar,
dwre

where

Vs, Ygs» Yar, and Y, d-axis and g-axis stator and rotor flux linkages,

43

(2.15)

(2.16)

r, and ry: rotor and stator resistances, X;; = w,L;; and X;, = w,L,: stator and
rotor leakage reactances, X,, = w.L,,; : magnetization reactance, w,, wp: stator

and base electrical angular speeds, w,.

: rotor electrical angular speed, vy, Vg

g and d-axis stator voltages, v, vg-: ¢ and d-axis rotor voltages, T, and T} : elec-

tromechanical and load torque.

The stator and rotor currents, in the gdo-equivalent circuit of Fig. 2.18, can be

found as follows:

1
l.x:_(ws_wm )a
q Xis q q
. 1
las = — (Was — Yma),

Xls
J l(l/f VYing)
lgp = — r s
e Xir e "

) 1
lgr = _(wdr - wmd)a
Xir

2.17)

(2.18)

(2.19)

(2.20)
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where
wmq = x,j,l [ﬂ + &] and wma' = x::,[ |:
Xis Xir

In addition, the electromechanical torque of the machine can be written as
follows:

_|_

Xis Xir

wds wdr :|

3 1 _ .
Te=35 (g) — (Yasigs — Ygsias) = Cs(Yargs — VgrVas), (2.21)

wp

*
P 1 Xy
2

_3
where Cs = 3 o T

2.2.1.5.2 Constant V/f speed control method

To avoid saturation of the induction machine when the stator frequency changes, the
stator terminal voltage is also adjusted using a constant V/ f strategy. This method is
well known for the induction machine speed control.”® A power electronic converter
should be employed at the terminals of the induction generator to implement the
constant V/f strategy. In the study, this strategy is implemented for adjusting the
speed of the turbine shaft to achieve maximum power point tracking.

2.2.1.6 Gearbox model

The duty of a mechanical gearbox is transforming the mechanical power from the
slow turning rotor shaft to a fast-turning shaft, which drives the generator. The
gearbox is mostly used in the wind turbines with induction generators. The need
for this transmission arises from the problem that an induction generator cannot be
built for very low speeds with good efficiency.

In order to model the gearbox, it is only needed to consider that the generator
torque can simply be transferred to the low speed shaft by a multiplication. For
example, for the gearbox of Fig. 2.14, one can write”’:

TT w
T = a)_i = Ngear- (2.22)
Note that for a non ideal gearbox, the efficiency of the gearbox should be con-

sidered in the model.

2.2.1.7 Grid model

The grid model consists of an infinite bus. The infinite-bus model can be used when
the grid power capacity is sufficiently large such that the action of any one user
or generator will not affect the operation of the power grid. In an infinite bus, the
system frequency and voltage are constant, independent of active and reactive power
flows.
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2.2.1.8 Wind speed model

Although the wind model is not part of the wind turbine model, the output power
calculation in the wind turbine rotor requires the knowledge of instantaneous wind
speed.

Wind is very difficult to model because of its highly-variable behavior both
in location and time. Wind speed has persistent variations over a long-term scale.
However, surface conditions such as buildings, trees, and areas of water affect the
short-term behaviour of the wind and introduce fluctuations in the flow, i.e., wind
speed turbulence.

A brief review of the literature reveals different wind speed models. For example,
a wind model based on superposition of components is proposed in Ref. 78. In this
method, the wind speed is modeled by four components: mean wind speed, ramp
wind component, gust wind component and noise wind component. However, deter-
mining all four components is a difficult task.

In this study, wind speed is modeled with a random process. The model is based
on Van Der Hoven and Von Karman’s models.%*-7° The instantaneous value of wind
speed, vy (¢), can be described as the wind speed average value plus fluctuations in
the wind speed, as follows:

N

vu(®) = Vi + Y A; cos(ait + ¥), (2.23)

i=1

where Vi), is the mean value of wind speed, typically determined as a 10-minute
average value, A; is the amplitude of the wind speed fluctuation at discrete frequency
of w; (i = [1, NJ]), N is the number of samples, and y; is a random phase angle with
a uniform distribution in the interval [—, 7].

The amplitudes A; are based on a spectral density function S(w) that is empir-
ically fit to wind turbulence. The function S(w) can be determined using Van Der
Hoven’s spectral model.”” The independence of the model from the mean wind
speed is a drawback of the model. Therefore, it cannot model the low frequency
components, and it is not proper for a complete description of the wind speed over a
short time scale, i.e., seconds, minuets, or hours.”® Von-Karman’s distribution given
by Eq. (2.24),” a commonly-used turbulence spectral density function, is a solution
to this problem.

2 L

[1 + (%)2]5/6‘

S(w) = (2.24)
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Fig. 2.19. Wind speed fluctuation: Unfiltered and low pass filtered.

InEq. (2.24), o is the standard deviation of the wind speed, and L is the turbulence
length scale [m]. The parameter L equals:

{ZOh, if A <30m

600, if 2 >30m (225

where £ is the height at which the wind speed signal is of interest [m], which
normally equals the height of the wind turbine shaft.

The amplitude of the ith harmonic, A;, based on the spectral density function of
Eq. (2.24), can be defined as:

2 /1
Aj(w;) = ;\/E[S(wi) + S(wir) (wip1 — w;). (2.26)

Figure 2.19 shows a spectral density function based on Eq. (2.24). The parameters
chosen for the simulation were: Vi, = 10 [m/s], L = 180 [m], 0 = 2, N = 55.
The instantaneous wind speed fluctuation, based on Von-Karman’s spectral density
over time is shown in Fig. 2.20.

2.2.1.8.1 High-frequency damping effect

For wind power calculations, the instantaneous wind speed model should be
augmented with complex wind effects on the wind turbine blades, including
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Fig. 2.20. Instantaneous wind speed as a function of time.

high-frequency damping effects and tower-shadow effects. In this section, the high-
frequency damping effect is discussed.

The phenomenon of damping the high-frequency wind speed variations over the
blades surface, namely high-frequency damping effect, should be included in the
aerodynamic model of the wind turbine.%* To approximate this effect, a low-pass
filter with the following transfer function is employed.

H(s) =

— (2.27)
The filter time constant T depends on the turbine radius, average wind speed at
hub height, and the intensity of wind turbulence. Figure 2.19 shows the instantaneous
wind speed and corresponding low-pass filtered signal.
It is worth mentioning that the low-pass filtered wind speed data can be saved
in a memory and used later for simulation, instead of using the instantaneous wind
speed data and the low-pass filter dynamic equation.
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This chapter deals with the modeling of wind turbine generation systems for inte-
gration in power systems studies. The modeling of the wind phenomenon, the
turbine mechanical system and the electrical machine, along with the corresponding
converter and electrical grid is described.

3.1 Introduction

Wind power generation has grown in the last three decades and is considered one of
the most promising renewable energy sources. However, its integration into power
systems has a number of technical challenges concerning security of supply, in terms
of reliability, availability and power quality.

Wind power impact mainly depends on its penetration level, but depends also on
the power system size, the mix of generation capacity, the degree of interconnections
to other systems and load variations. Since the penetration of wind power generation
is growing, system operators have an increasing interest in analyzing the impact
of wind power on the connected power system. For this reason, grid connection
requirements are established. In the last few years, the connection requirements
have incorporated, in addition to steady state problems, dynamic requirements, like
voltage dip ride-through capability. This leads to the need for detailed modeling
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Fig. 3.2. The gearless PMSG wind generator concept.

of wind turbine systems in order to analyze the dynamic phenomena in the
power grid.

Moreover, new wind turbine technology integrates power electronics and control
making it possible for wind power generation to participate in active and reactive
power control. Nowadays most of the installed variable speed wind generators are
based on the doubly-fed induction generator (DFIG) but new types of wind gener-
ators based on permanent magnet synchronous generators (PMSG) are expected to
gain market popularity in the following years. The DFIG configuration consists of
a wound rotor induction generator with the stator windings directly connected to
the grid and the rotor windings connected to a voltage-source back-to-back power
converter which transfers a fraction of the extracted power (see Fig. 3.1). The PMSG
configuration needs a full power converter and allows the use of multipolar gener-
ators making it possible to suppress the gearbox (see Fig. 3.2).

In this chapter we discuss a model for the induction and synchronous type gener-
ators, the back-to-back converter and the electrical network. Including the detailed
description of the reactive power, DC bus voltage and torque controllers, along with
its corresponding current loops, simulation results are analyzed and discussed.

3.2 Wind Turbine Modeling

Wind turbine electrical generation systems’ power comes from the kinetic energy
of the wind, thus it can be expressed as the kinetic power available in the stream of



Wind Turbine Generation Systems Modeling for Integration in Power Systems 55

air multiplied by a Cp factor called power coefficient. Cp mainly depends on the
relation between the average speed of the air across the area covered by the wind
wheel and its angular speed and geometric characteristics of the turbine (including
the instantaneous blade pitch angle configuration).! The power extracted by the wind
turbine has the following expression:

1
Pun = ¢pPuing = ¢p7 pAv,, (3.1)

where Py;yq is kinetic power of the air stream that crosses the turbine rotor area, p is
the air density assumed to be constant, A is the surface covered by the turbine and
vy, is the average wind speed.

There have been different approaches to model the power coefficient ranging
from considering it to be constant for steady state and small signal response simu-
lations to using lookup tables with measured data. Another common approach is to
use an analytic expression originated from Ref. 1 of the form:

1 . 1
cp(X, Opien) = €1 <62X — ¢36hitch — Cabien — C6) e n, (3.2)
where A is the so-called tip speed ratio and it is defined as:
R
P (3.3)
U1
and
1 1
— 2 . (3.4)

A A + CSQpitch B 14 QSitch

where [c; - - - c9] are characteristic constants for each wind turbine and 6y, is the
blade pitch angle.

Thus by knowing the wind speed, the angular speed of the wind turbine and the
blade pitch angle, the mechanical torque on the turbine shaft can be easily computed:

1
Fl = CP(UuH wl)EpAvfus (35)

where I, is the turbine torque.

3.3 Wind Modeling

Wind speed usually varies from one location to another and also fluctuates over
the time in a stochastic way. As it has been previuously seen, it maintains a direct
relation to the torque over the turbine axis and therefore it may also have some direct
effect on the power output of the wind turbine generation system (WTGS) hence its
evolution must be taken into account to properly simulate the WTGS dynamics.
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One possible approach to generate the wind speed signal on simulations may be
to use logs of real measurements of the speed on the real location of the WTGS.
This approach has some evident limitations because it requires a measurement to
be done on each place to be simulated. Another choice, proposed by Ref. 2 is to use
a mathematical model which takes some landscape parameters to generate a wind
speed sequence for any location. This wind speed expression has the form:

Uy (1) = Vua () + Vur (1) + Vg (1) + v (1), (3.6)

where v,,,(7) is a constant component, v,,-(f) iS a coOmmon ramp cOmponent, vy, is
a gust component and v,,, is a turbulence component.

The gust component may be useful to simulate an abnormal temporary increase
of the speed of the wind and its expression is:

0, fort < Ty,
. t—T.
Ve () = { Ag (1 — cos [2;1 (ﬁ)]) , forTy <t <T, 3.7)
e, sg
0, for T,y < t

where A, is the amplitude of the gust and 7, and T,, are the start and the end time
of the gust.
Finally, as discussed in Ref. 3, the turbulence component is a signal which has

Iy, [m (%)]_2
st (3.8)

where v, is the average wind speed, & is the height of interest (the wind wheel
height), / is the turbulence scale which is twenty times /4 and has a maximum of
300 m and z is a roughness length parameter which depends on the landscape type
as shown in Table 3.1

a power spectral density of the form:

Pp(f) =

Table3.1. Values of the zq for different types of landscapes.

Landscape type Range of z9 (m)
Open sea or sand 0.0001-0.001
Snow surface 0.001-0.005
Mown grass or steppe 0.001-0.01
Long grass or rocky ground 0.04-0.1
Forests, cities and hilly areas 1-5

Source: Panofsky and Dutton, 1984; Simiu and Scanlan, 1986.
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By knowing the height of the wind turbine, the average wind speed and the kind
of landscape where the WTGS is, the power spectral density of the wind speed
turbulence is known. The next step is to generate a signal, function of time, which
has the desired power spectral density. There are many ways of doing this. One
approach suggested in Ref. 4 is to sum a large number of sines with random initial
phase and amplitude according to the Pp,. The suggested method here is to use a
linear filter designed to shape a noise signal to give it the desired spectral density.
Provided that the Pp, is very close to the response of a first order filter, a possible
filter that accomplishes this goal is:

H(s) = K , 3.9
s+ p

where

2 ((Kf)3/ S 1)

p= :
Ky /K32 —1

3.4 Mechanical Transmission Modeling

K =Kp. (3.10)

The drive-train of a WTGS comprises the wind wheel, the turbine shaft, the gearbox
and the generator’s rotor shaft. The gearbox usually has a multiplication ratio
between 50 and 150 and the wind wheel inertia usually is about the 90% of the
inertia of the whole system.

Because of the high torque applied to the turbine shaft, its deformation must
not be neglected and its elastic behavior should be taken into account because of its
filtering properties. A common way to model the drive-train is to treat it as a series of
masses connected through an elastic coupling with a linear stiffness, a damping ratio
and a multiplication ratio between them. On this paper a model with two masses,

Fig. 3.3. Two mass drive-train model.
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graphically presented in Fig. 3.3, is used treating the wind wheel as one inertia J; and
the gearbox and the generator’s rotor as another inertia J,, connected through the
elastic turbine shaft with a k angular stiffness coefficient and a ¢ angular damping
coefficient. Applying the Newton’s laws, the dynamics of the resulting system can
be described as:

— 2 ve vk k
W 77al i P W t 0
o e o _c vk _k w o 1Tt
tl | T Ji Ji i 1+ Ji |:m:|, 3.11)
O 1 0 0 0 Om 0 ofL%

where 6, and 6, are the angles of the wind wheel and the generator shaft, w; and w,,
are the angular speed of the wind wheel and the generator, t; is the torque applied
to the turbine axis by the wind wheel and 7,, is the generator torque.

3.5 Electrical Generator Modeling

3.5.1 Induction machine

The generator of a doubly-fed WTGS is a wounded rotor asynchronous machine.
We will assume the stator and rotor windings to be placed sinosuidally and symet-
rical and the magnetical saturation effects and the capacitance of all the windings
neglectable. Taking as positive the currents flowing towards the machine, the rela-
tions between the voltages on the machine windings and the currents and its first
derivative can be written as:

d
abc -abc abc
v = rd?C 4+ — A 3.12
s sts dr’s ( )
vabc —r iabc 4 d Aabc (3 13)
’ o td '

where v?¢ and i is the stator abc voltage and current vectors, v**¢ and i is
the rotor abc voltage and current vector, A% and A% are the stator and rotor flux
linkage abc vectors defined as:

)\’abc Labc Labc‘ iabc
s _ KX sr K ’ (3 1 4)
[W} [L?sb" Li‘f"} Li""}

Lls + Lms _%Lms _%Lms

L =| —3Lne  Li+Lus —3Lms |, (3.15)

_%Lms _%Lms Lis + Ly

where



Wind Turbine Generation Systems Modeling for Integration in Power Systems 59

L+ Ly —%Lur —3 Lo
L% =| -iL, Ly+Lu —3iLwn |. (3.16)
L _%Lmr _%Lmr Ly + Ly,
cos(6,) cos(0, + 2?”) cos(6, — %’T)
L = {L%) = L, | cos(6, — & cos(6,) cos(0, + &) |, (.17
L cos(6, + 2?”) cos(f, — ZT”) cos(6,)

also, the mechanical torque can be written as a function of the machine current as:
P |:l'abci|l |: 0 Nabe jabe

Fm — = s Sr s , (3.18)
ab b ab
2 @] [N 0 i

sin(0,)  sin6, + %) sin(6, — F)
N = [NV = L, |sin@, —Z)  sin@6,)  sin@ +Z)| (3.19)
sin(6, + %”) sin(6, — %”) sin(6,)

where

for further details on the formulation of the voltage equations of the asynchronous
machine, the reader is referred to Ref. 5.

As these equations have a hard dependency on the rotor angle position, it is
not recommended its use in simulation. Instead, it is preferred to introduce the
Park variable transformation to the equations and use the transformated variables to
integrate the dynamical equations of the machine. The Park transformation matrix
is a non-singular matrix defined as:

cos(f) cos(0 — 27” cos(0 + %”)

2
T©) =3 | sin(®) sin(® - Z) sin@+ %) |, (3.20)
1 1 1

2 2 2

where 6 is the so called Park reference angle which may be choosen as constant or
linear time-varying for different purposes.
The ¢gd0 transformed variables are defined as:

x40 = T(9)x%°. (3.21)

By choosing 6§ = wt where w; is the nominal grid frequency for the stator
variables transformation and 6 = w,t — 6, where 6, is the rotor angular position
multiplied by the number of pole pairs of the machine for the rotor variables, the
machine current and voltage variables written in gd become constant in steady state,
which benefits the numerical integration methods used by the simulation software.



60 A. Junyent-Ferré and O. Gomis-Bellmunt

By doing this, the machine equations can be written as:

Usq LS O M 0 l sq
Usad | _ L s 0 M i lsd
Vrg 0 L, 0 |dt|iy
Urd M 0 L, lrd

3.22
0 sMaw; ry SLyws | | irg (3.22)
_SMa)Y 0 _SLra)r ry Lrd
and
di .
Vo = Lzsd—to + 1o, (3.23)
di, .
Vio = L”Tto + 1o, (3.24)

where Ly = %Lms + Liand L, = %Lm, + L, are the stator and rotor windings
self-inductance coefficient, M = %LS, is the coupling coefficient between stator and
rotor windings and s is the slip defined as the relation between the mechanical speed
and the reference frame angular speed (s £ 2=2r)

Also the torque expression and the stator reactive power, which are the control

objectives of the rotor-side converter control, have the following form:
3 L
T, = EPM(qulrd — lairg) » (3.25)

where P is the number of pairs of poles of the generator.
Also, according to the so-known pg-theory® the instantaneous reactive power
can be written as:

3., .
Qs = E(vsqlsd - Usa'lsq)- (326)

3.5.2 Permanent magnet synchronous machine

To model the dynamical behavior of the permanent magnet synchronous machine,
we will assume again the stator windings to be placed sinosuidally and symetrical and
the magnetical saturation effects and the capacitance of all the windings neglectable.
Taking as positive the currents flowing towards the machine, the relations between
the voltages on the machine windings and the currents and its first derivatives can
be written as’ :

d
abc -abc abc
VoS =y + —A8, 3.27
s Fslg di’s ( )
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where the stator flux linkage in abc can be written as:

sin(6,)
AP = ([L1] + [L2(0)]) i + A | sin(®, — ) (3.28)
sin(6, + %’T)
and
Ls+Lys —iLn  —1iLa
[Lil=| —3Ls Lis+Ls —3La |, (3.29)
—1L4 —1La  Li+1Ly

cos 2(6,) cos2(6, — %) cos2(6, + %)
[L2(6,)] = —Lp | cos2(6, — 5) cos2(6, + %) cos 2(6,) , (3.30)
cos 2(6, + %) cos2(6,) cos2(6, — %)

where A,, is the flux due to the rotor magnet, L 4 is the constant fraction of the stator
linkage inductance and L g is a rotor position dependent inductance term due to rotor
asymmetry.

The mechanical torque can be written as:

cos(6,)
[LoO)1i% + 2 {1} | cos6, =2 || (33D
cos(6, + 27”)

T d

N

By differentiating the stator flux linkage variables over time, we get:

A, ane ([L1] + [L2(6)]) d'“f“‘+ d [Ly(6,)]i%"
J— = r —1 Wy —— r)1
dr’s ! 2 dr® do, " * s

cos(6,)
+ ey | cos(6, — ) | . (3.32)
cos(6, + 2?”)

By substituting the flux linkage expression in the Eq. (3.27), the explicit relation
between current and voltage is obtained:

v = (r [1]+wi[L O] ) 9% + ([L1]+ [L2(6)]) 4 jane
s s L43 rder 2\Ur s 1 2\YUr dr’
cos(6,)
+ dmey | cos(6, — ) | . (3.33)

cos(6, + &)
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As in the case of the induction machine, we see a strong dependency on the rotor
position which is not desirable for the numerical stability of the integration algorithm
used in simulation. We introduce a Park variable transformation for the stator vari-
ables taking 6 = 6, which gives constant values to the voltage and current variables
in steady state. The system equations in this reference frame can be written as:

3
qu _ rs wy (Lls + 2 (LA + LB)) iqd
’ —Wyr (Lls + % (LA - LB)) rs ’
3 _
L fetatan e 3 " Lt 4 rner H
0 Lig+3(La+Lp) |dt 0
(3.34)
and
W0 =i + Llsiio, (3.35)
s s dt s
also the torque can be rewritten as:
0 3L O 1
3
Co= 2P| (i) | 3Ls 0 0 |i®+a, {it®) [0 ] (336)
0 0 0 0

3.6 Converter Modeling

The most common converter topology used in variable speed wind turbines is
the forced commutation voltage source back-to-back converter with insulated-gate
bipolar transistors (IGBT). The structure of this type of converter is shown in Fig. 3.4.
The AC side on the left, which we will call the machine side, is connected to the
rotor of the machine in the DFIG configuration and to the stator of the machine in
the PMSG while the right AC side, grid side from now on, is connected to the wind
turbine transformer (see also Figs. 3.1 and 3.2). Notice that the current direction is
depicted according to the machine equations discussed in the previous section.

The dynamics of the converter involve continuous state variables corresponding
to voltages and currents and discrete states corresponding to the commutation state
of the IGBTs. These dynamics are complex to model and simulate and different
levels of detail may be achieved by doing some assumptions. Usually an averaged
converter model is used, neglecting the commutation effects assuming they are
filtered by the low-pass dynamics of the rest of the system.



Wind Turbine Generation Systems Modeling for Integration in Power Systems 63

iDCm iDCl
-« -—
et L) et o
v o:-a la fWVV\—o v,
- i
0pero— b 0 |E 12 MWW_3 820
. le
e c<Lc_ c le »—N<V_W\—o Ve
Qg;_IH}Qs_":]}Qz_";J}C’E: inlgl}ézb_l[j}@_lg}

Fig. 3.4. The IGBT voltage source back-to-back converter.

Making this assumptions, the dynamics of the grid-side electrical circuit between
the grid voltage and the voltage applied on the AC side of the converter assuming
the currents are positive when flowing towards the machine can be described as:

1
- d e
v — " — (o —v:0) | 1| = rif™ + Llaifdu’ (3.37)
1

also when no neutral conductor is present, it can be stated that:

[111]- @ — o), (3.38)

Veo — Vz0 = 7

W | =

where v?bc and v;‘bc are the abc voltages on the grid side of the grid converter filter
and the AC side of the converter, 7; is the resistance of the filter inductors and L; is
the inductance of the filter.

The dynamics of the voltage of the DC bus can be described as:

S 1(' DCm) (3.39)
da C Ipct —1pcm)> :

where E is the voltage of the DC bus, i p¢; is the current through the DC side of the
grid-side inverter, ipc,, is the current through the machine side inverter and both
currents can be computed by doing a power balance on each inverter:

Eipcm = vaig + Vpip + Ve, (3.40)

Eipci = Viaita + Viplip + Vicle. (3.41)
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3.7 Control Modeling

In this section the control of the wind turbine is briefly explained. First we introduce
a simple speed control that gives the torque reference that the generator must follow.
Then the basics of the electrical control of the DFIG, the PMSG and the grid side
converter are presented.

3.7.1 Speed control

The purpose of the speed controller is to maximize the power extracted by the turbine.
The power available in the wind is a function of the wind speed thus extracting the
maximum power available would require, at least, knowing exactly the value of
the wind speed. To avoid the dependency on wind speed measurements, a series
of open-loop control algorithms have been developed, the most common of them
being the constant tip speed ratio control.® This control scheme is based on the fact
that given a fixed wind speed, it can be proved that the optimal operation point can
be achieved by controlling the generator so that the torque follows a function of the
square of the wind speed. This function can be expressed as:

1
= ;chwf, (3.42)

where I}y is the desired generator torque and K¢, is a parameter which depends on
the characteristics of the turbine:

cgC7 e
1 3o
K, = 5pAR (Cacro T cocr Fe2) e (3.43)
€¢y

3.7.2 DFIG current dynamics decoupling and linearization

DFIG is controlled by applying voltages to the rotor of the machine in order to obtain
the desired rotor currents. The desired rotor current values can be calculated given a
grid voltage and the desired torque and stator reactive power values in steady state.
From the equations of the DFIG machine we see that:

" 2Ly,
o=k (3.44)
4 3PMvy,

2L Vgg
", = — o 345
= S, 9 T oom ©45)

where 77, and i}, are the rotor current reference values and I';, and Q7 are the desired
torque and reactive power.
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To be able to design a current controller a linearization and decoupling feedback
is introduced:

[Urq] — |:i>rq + sws (Migq + Lrird)j| (3.46)

Vrd Vg — S (Misq + Lrirq)

where ¥,, and ¥,, are the new auxiliar voltage inputs.
This way the voltage-current relations of the resulting system become equivalent
to a circuit with a resistor in series with a inductor:

1
i) | o O [@rqm)]
[ird(s)] _|: 0 ! } Vrg(s) | 47

Lys+r,

3.7.3 PMSG current dynamics decoupling and linearization

PMSG is controlled by applying voltages to the stator of the machine to obtain the
desired stator current evolution. As in the DFIG, the stator current reference values
can be calculated to obtain the desired steady state torque and to achive different
objectives like minimizing the stator current or obtaining the maximum torque with
a given stator voltage modulus. From the steady state equations of the PMSG we
see that to control the desired torque we need:

2

f == r*. 3.48
lW 3P)"m m ( )

Also to simplify the design of the current controllers, we introduce a linearization
and decoupling feedback” :

(3.49)

Usd

|:vsqi| _ asq + w, (L[s + % (LA + LB)) isd + 6‘)r)‘m
Vsg — @r (Lis + 3 (La — Lp)) iy ’

where ¥y, and 0, are the new auxiliar voltage inputs.
This way the voltage-current relations of the resulting system become:
! 0
l.Sq(S) _ (L1S+%(LA—L3))A‘+F_; 1 Oy, (s) ‘ (3.50)
I54(S) 0 Vs (8)

(L,S+%(L A+L B))S+r5

3.7.4 Grid-side converter control

The goal of the grid side converter control is to maintain the DC bus voltage in the
desired nominal value and also to produce the desired reactive power through the
grid side converter. Taking the v, grid voltage angle as the reference angle it can
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be seen that the output reactive power is proportional to i;; while the active power
is proportional to i;,. Thus, from the steady state equations, a reference value can
be deducted for i;,; to obtain the desired reactive power:

2
i, = *. 3.51
Lig 3Uzq QZ ( )

The DC bus regulation is done through i), by feeding the voltage error to a
proportional-integrator (PI) controller to obtain a 0 voltage steady state error:

Kps+ K
i = %(E* — E). (3.52)

Given the current reference values, current controllers can be designed with ease
introducing the following linearization and decoupling feedback:

|:v1q] _ |:ﬁ1q + a)SLlild + vzq] (3 53)
Vig Uiy — wsLiiyy ' ’

where ¥y, and vy, are the new auxiliary voltage inputs.
This way the voltage-current relations of the resulting system become:

i
iy _ | om0 [fuq@}
|:i1d(S):| _|: 0 ! i| Ua(s) ] G5

Lis+r;

3.7.5 Current controller design

We have shown that for each system, we can introduce a linearization and decoupling
feedback from measured magnitudes and transform a multivariable system with
time-varying parameters into a circuit with a resistor in series with a inductor. Thus
the same current controller design procedure can be applied to each system. Here
we briefly present a PI design for a RL circuit.

For a given RL circuit, the current dynamics can be expressed in the Laplace
domain as a function of the applied voltages as:

i(s) = v(s). (3.55)

Ls+r
This corresponds to a first order system, hence it can be controlled with a PI
controller achieving a zero steady state error and a desired closed loop settling time.
This controller can be expressed as

K
v(s) =

ST 2t JFSK”S (i*(s) — i(s)) (3.56)
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and
L r
Kp =, Kl = - (3.57)
T T
where K, and K; are the proportional and integral parameters of the PI controller
and 7 is the desired closed loop time constant.'”
The closed loop transfer function of the current as a function of the current
reference becomes:

S
i(s) = — 1l (s). (3.58)

3.8 Electrical Disturbances

We introduce here a general three phase grid voltage expression:

cos(¢p(1)) cos(¢(1)
abc ﬁ 2¢ ﬁ 2¢
V() = —=Vp(@) | cos(pp() — F) | + —=Vi(®) | cos(ps() + 5) | (3.59)
V3 2¢ 3 2¢
cos(gp() + 3) cos(p (1) — 3)
and
wm=%@+/%ma (3.60)
0
() = ¢(0) + / wy(t)dt, (3.61)
0

where Vp(#) and V,(¢) are the phase-to-phase positive and negative sequence voltage
rms values as functions of time, ¢p () and ¢; () are the phase angles of the positive
and negative sequences, and wy(?) is the derivative of the phase angles.

The wind turbine system’s response to a series of grid fault types can be simulated
by inputting the right grid voltages to the presented model, the function definitions
to accomplish this can be seen on Table 3.2

3.9 Conclusions

In this chapter we have presented a dynamical simulation model for the DFIG and the
PMSG wind generators which are the main types of variable speed wind generators
that we will see in wind farms in following years, DFIG being the most common
nowadays. First we presented a wind able to simulate the evolution of its speed
for a given wind turbine location. Then we have introduced a simple model that
describes the dynamic behavior of the wind turbine mechanical components and the
generator electrical dynamics. Finally we have briefly discussed the control of both
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Table 3.2. Grid voltage function definition for different grid faults simulation.
Fault type  Function Value Comments
Symmetrical Vp(?) VN (1 = au(t — tp)) Vy is the nominal voltage, « is the
voltage sag per-unit dip amplitude, u (¢t — #p)
is a tg delayed step function
Vi) 0
ws (1) N o is the nominal grid frequency
Asymmetrical Vp(¢) VN (1 —apu(t —t9)) «isthe per-unit positive sequence
voltage sag dip amplitude
Vi) Viu(t — tg) V; is the negative sequence
amplitude during the
asymmetrical dip
ws () oV o is the nominal grid frequency
Frequency Vp(t) N
step change
Vi) 0
w;(s) a)ﬁv 1+ ay) o, 1s the per-unit grid frequency

increase

wind turbine topologies and how we can model a series of electrical disturbances
of interest with the model.
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Wind energy is one of the fastest growing energy sources in the world today. The
reason for this can be due to the fact that there have been vast improvements in wind
energy technology which has led to lower cost. For any wind energy project to be
successful there should be a thorough wind resource assessment (WRA) carried
out. This chapter presents literature review on the technologies and methods used
in WRA. The chapter is organized as follows. Section 4.1 gives an overview on
wind energy. Section 4.2 presents the literature review on technologies, software
and methods used in WRA. Section 4.3 describes a method for finding the optimum
wind turbine for a site. Section 4.4 presents the uncertainty involved in predicting
wind speed using different methods. Finally, some conclusions are drawn.

4.1 Introduction

At present the world is consuming much higher energy than it used in the past. This is
mainly due to the fact that industrialization is on the rise and people are introducing
new technologies. There are concerns from government as well as non-government
organizations about the increase in pollution and escalating cost of fuel that has led
industries to look for alternative fuel sources.

69
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Some of the widely used renewable energies are solar, hydropower, geothermal,
wind, tidal, wave, biomass and many more. The technologies involved in each are
always under constant research and development so that the cost of energy gen-
erated from each can be further reduced and that the technology is efficient, reliable,
and safe.

Wind is a form of solar energy and it is caused by the uneven heating of the
atmosphere by the sun, the irregularities of the earth’s surface, and the rotation
of the earth.! Wind flow patterns are modified by the earth’s terrain, bodies of
water, and vegetative cover. This wind flow or motion of energy when harvested by
modern wind turbines can be used to generate electrical energy. The terms “wind
energy” or “wind power” describe the process by which wind is used to generate
mechanical power or electricity. Wind turbines convert the kinetic energy in the wind
into mechanical power. This mechanical power can be used for specific tasks (such
as grinding grain or pumping water) or a generator is used is convert this mechanical
energy into electrical energy to power homes, businesses, schools, etc.>* The total

wind power, P, available to wind turbine is given by*~!3
L
Py =504, @.1)

where p is the density of air in kg/m?, A is the swept area in m?, v is the wind speed
in m/s. The maximum wind power that can be harnessed by a wind turbine is 59.3%
(which is known as the Betz coefficient) of the total wind power. The electrical
output power (P,) from a wind turbine is given by!®

1
P, = c(,pE AV, 4.2)

where C,, is the overall power coefficient of the wind turbine which is the product
of the mechanical efficiency (7,,), electrical efficiency (n.) and the aerodynamic
efficiency (Betz coefficient).

However, before wind energy can be harnessed from a particular site, the wind
resource assessment (WRA) and analysis is critical to estimate the economic fea-
sibility of a wind turbine at a site and the annual energy yield. Since wind is an
intermittent source of energy in WRA the wind distribution for the site is determined.

4.2 Literature Review, Methods and Software used in WRA

With nearly 90% of all the life cycle costs (LCC) of a wind power plant being
upfront, the financial and economic viability of electricity generation from wind
energy is dependent on the level and extent of energy content in winds prevalent at
a particular site!” and also on the payment expected for power generated. Prevalent
wind at any location is both site specific and very much dependent on the terrain and
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topographic features around the location. For proper and beneficial development
of wind power at any site wind data analysis and accurate wind energy potential
assessment are the key requirements. An accurate WRA is an important and critical
factor to be well understood for harnessing the power of the wind. The reason is that
if one looks at Eq. (4.1) an error of 1% in wind speed measurement can lead to a
3% error in energy output since energy is proportional to cube of wind speed.® %1

It is well known that wind resource is seldom consistent and it varies with the
time of the day, season of the year, height above the ground, type of terrain, and from
year to year.>% 141520 A]] of these factors lead to the reason why WRA and analysis
should be done carefully and completely. The surface roughness and the obstacle
in the vicinity of wind measuring tower are also important factors to be considered
for WRA.2!:22 The following subsections give an overview of steps carried out to
choose a site for wind turbine installation from a set of potential sites. Preliminary
wind survey is the initial stage of WRA.

4.2.1 Preliminary wind survey

Preliminary wind survey includes surveying a number of sites and choosing the
best site for installing a wind speed monitoring instruments. Wind resource is the
best factor to be looked at before installing the wind monitoring system at the site.
However, there are some other factors that have to be considered before significant
time and energy have been invested at a particular site. One purpose of such visits
is to look for physical evidence to support the wind resource estimate development
in the large-area screening. For example, consistently bent trees and vegetation
(flagging) is a sure sign of strong winds. Another purpose is to check for potential
siting constraints. A third purpose of the site visit is to select a possible location for
a wind monitoring station. Furthermore, access to the site is another factor, since,
construction of roads will add to the overall cost of wind energy. The factors that
are studied in preliminary wind survey are as follows.

(1) Instantaneous wind speed measurement: This is done using wind watch. The
measurement is taken at the site during site visits. The wind speed measurement
is taken every 5 minutes for 2 hours and at 3 different times of a day and 3
different times in a year. This is done basically to see how much potential a site
has for wind speed measuring instrument to be installed.

(2) Interview people: This is not always a formal interview. Sometimes it can be
just an informal chat. The main focus of interview/chat is to find out if the area
has some endangered flora or fauna whose habitat would probably be destroyed
in installing a wind monitoring equipment.

(3) Study of meteorological information on wind speed and wind direction: This
would be used to compare the wind speed value obtained from the wind watch.
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Also this information can be used to find out how the wind speed is varying in
different years in the long term.

(4) Land availability: One has to find out which kind of tenure the land has, i.e.,
freehold or leased. At some parts of the world land issue is very sensitive, hence
memorandum of understanding (MOU) has to be made before a wind project
can commence.

(5) Terrain features: Some of the features that have to be studied are:

e Buildings and trees height around the site. The size of these will influence
the speed of wind available at a site.

e Soil conditions. It is important for the foundation of a tower for wind turbine
if it gets selected.

e Accessibility of site. One question that has to be answered is that “is there
a proper road leading to the site where the wind monitoring system is to
be installed?” This is considered because when equipment is brought for
installation then it can be easily transported to the site. No proper road would
increase the cost of wind project.

e Vegetation flagging. This indicates the presence of prevalent strong wind.
Figure 4.123 can be used to determine the wind speed values at a site by
observing vegetation flagging. Nevertheless, it should be noted that the
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Fig. 4.1. Flagging illustrations and a Griggs—Putnam index of deformity.
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absence of flagging does not mean that this site does not experience strong
wind motion. It may simply be that there is no prevalent wind.

Once a site is selected by a preliminary wind survey, a detailed WRA is carried
out at the site which is explained in the following subsections.

4.2.2 Direct wind measurement

After a preliminary wind survey, a site is selected and wind monitoring equipment
is installed. The most reliable approach to site assessment is to directly measure
the wind speed, ideally at the hub height of the proposed wind turbines so as to
remove any uncertainties arising from predicting wind shear (the way in which wind
speed increases with height). It should always be kept in mind that wind resource
determines;

Project location and size.

Tower height.

Turbine selection and layout.

Energy output (annual, seasonal and capacity factor).
Cost of energy/cash flow.

Size of emissions credits.

There are two types of wind measurement program:

(i) Short-term study: a short-term (1-4 weeks) measurement program may be con-
ducted for the purpose of verifying model estimates made. The objective would
be to obtain data from periods of 1-3 hours of relatively constant wind direction
(maximum range 10-20 degrees in a series of, for example, 10-minutes means)
for as many directions as are of interests.

(i) Long-term study: in some cases long-term measurement program may be
required. The objective would be to estimate the wind climatology more directly
by obtaining, for example, hourly measurements over a period of 6 months to
2 years.?? The shorter period may be sufficient when there are no significant
seasonal variations, which will generally not be the case at middle or high
latitudes.

For direct wind measurement program the following are some of the parameters
that are monitored:

e Wind speed — cup anemometer is used. These are oriented in such a way to
minimize any wake effects.?* Please refer to Chap. 7 for a detailed study of wake
effects.
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e Wind direction — wind vane is used. Wind direction will help to better layout a
wind turbine at the most optimum location. It will be used to construct wind rose
which indicates the prevalent wind.

e Temperature. This is measured because temperature affects the air density which
is directly proportional to the power available in the wind speed. Temperature
measurement may be made at 2 to 3 meters above ground. Measuring at this
height minimizes the effects of surface heating during daylight hours. Also at
temperatures near freezing, precipitation can collect and freeze on the sensors,
affecting their performance. There may be periods of time when the anemometer
is measuring high wind speeds while the wind vane is immobile, or the wind
vane may be indicating direction changes while the anemometer is not mea-
suring a wind speed. Correlating temperatures to these data can verify icing
conditions.?> Incorrect data should be removed or corrected before analysis is
conducted.

All the parameters measured will be stored in a data logger from where data can
be downloaded after certain time. Wide operating temperature ranges and weather-
proof enclosures are needed®® for data loggers to ensure reliable data collection
even in adverse conditions. The stored parameters in the data logger will be used to
determine wind shear, turbulence intensity and air density.

It is always an intricate decision to determine at what height the wind speed
should be measured. It is preferred that the best height for wind speed measurement is
the hub-height of the wind turbine to reduce uncertainty in energy output estimation
from a location. However, it is not always known what wind turbine will be installed
at the site, so wind speed and other parameters can be measured at different heights.
This would aid in determining the surface roughness coefficient for the site and cor-
recting measured wind speed at turbines hub-height for determining annual energy
output. For a 50-meter tower, measurements at 10, 25 and 50 meters are normal and
for a 60-meter tower; measurements are at 10, 30 and 60 meters.2’ Ten-meter data
is the standard height for wind measurements. In areas that contain obstructions or
vegetation, particularly within forest canopies, the lowest wind sensor is placed at
a height that minimizes effects of surface roughness or obstructions.

Usually it is not cost effective to measure wind data in long term. The following
subsections discuss methods used to rectify this issue.

4.2.3 Derivation of long-term wind speed

As it is not feasible or financially viable to measure the wind resource at a potential
wind farm site for number of years in order to gather enough data for long term
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resource prediction. The data measured over 6 months (minimum) must be further
processed in order to estimate the long term resource.

One method of achieving this is to use a measure-correlate-predict method
(MCP). MCP is a statistical technique used for predicting the long-term wind
resource at a candidate site by relating measurements from a short-term mea-
surement campaign at the candidate site to long-term measurement at a reference
site.?® The measured data (candidate site) is matched with a meteorological station
(reference site) for which high quality, long term records are available. Ideally, the
meteorological station should be as close to the wind farm site as possible and
have a similar exposure. Concurrent data sets for the wind farm and the meteoro-
logical station are compared and correlations derived. These correlations are then
applied to the long term meteorological station data, to construct an estimate of the
wind resource at the wind farm site would have been over the period of the long
term data.

Measure-correlate-predict methods take into account the fact that the wind
resource will vary from year to year — the period of measurement is unlikely
to be representative of the long term wind resource without this manipulation.

4.2.4 Forecasting wind speed

Sometimes due to lack of time or high cost the wind speed at a particular site
is recorded only for a short duration (4—6 months®>’) for WRA. Many researchers
focus on providing a forecasting tool in order to predict wind power production
with good accuracy. Depending on the input, these tools are classified as physical
(which uses meteorological, topographical information and technical characteristics
of wind turbines) or statistical (which uses explanatory variables and online measure-
ments like recursive least squares) or artificial neural networks (ANN) approaches
or a combination of all three. Accurate short-term or long-term forecasting can
aid in

e Improved marketing trading.
e Optimized scheduled maintenance.
e Enhanced plant scheduling by system operators.*

4.2.4.1 ANN approach to WRA

Bechrakis et al.’! developed a model to simulate the wind speed to estimate the wind
power of an area, in which wind speed at another site is given. This method takes
into account the evolution of the sample cross correlation function (SCCF) of wind
speed in time domain and uses ANN to perform the wind speed simulation. The tests
showed that the higher is the SCCF value between the two sites, the better is the
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simulation achieved. Some researchers use spatial correlation models as functions
of time to improve wind speed forecasting at a specific site using data from two
or more stations.*> Short term wind predictability®? is the ability to foresee hourly
wind energy one or several days in advance.

In Ref. 34 one year’s measured wind speeds of one site have been used to extrap-
olate the annual wind speed at a new site using ANN. After derivation of the simulated
wind speed time series for the target site, its mean value and corresponding Weibull
distribution parameters were calculated to make an assessment of the annual wind
energy resource in the new area with respect to a particular wind turbine model.
Results indicated that only a short time period of wind data acquisition in a new
area might provide the information required for a satisfactory assessment of the
annual wind energy resource. Barbounis et al.?
models to perform long-term wind speed and power forecasting. Owing to the large
time-scale, they were based three days ahead meteorological predictions (wind speed
and direction) provided at four nearby sites of the park.

Nichita et al.3® proposed two modeling procedures for wind speed simulation.
These simulations could be implemented on the structure of a wind turbine simu-
lator during studies concerning stand-alone or hybrid wind systems. The turbulence
component is assumed to be dependent on the medium and long term wind speed evo-
7=4! simulated wind speeds using site correlation for wind resource

used local recurrent neural network

lution. Authors?
assessment.

4.2.42 Models for wind speed forecasting

Riso National Laboratory and the Technical University of Denmark have used
detailed area specific, three-dimensional weather models and have worked with
numerical weather prediction (NWP) models, such as HIRLAM (High Resolution
Limited Area Model), the UK MESO (UK Meteorological Office Meso-scale model)
or the LM (Lokal-Model of the German Weather Service). These systems work like
a weather forecast, predicting wind speeds and directions for all the wind farms in
a given area.*> Some of the systems use statistics, ANN or fuzzy logic (FL) instead
of physical equations since in this method they are able to learn from experience.
The disadvantage is that they need a large data set to be trained before the system
works properly.*? The current wind power prediction tool (WPPT) “Prediktor”
uses physical models. Other WPPT are Zephyr, Previento, eWind and Sipreolico.
WPPT applies statistical methods for predicting the wind power production in
larger areas. It uses online data that cover only a subset of the total population
of wind turbines in the area. In general, WPPT uses statistical methods to determine
the optimal weight between online measurements and meteorological forecasted
variables.
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4.2.5 Softwares used in WRA

Prediction of the wind resource at a given site is a crucial stage in the development
of a commercial (large-scale) wind energy installation. This is because the energy
which can be harvested from a given site and the project economics are both highly
dependent on the wind resource at the site.** The energy output of a wind farm is a
function of the cube of the wind speed — so if the wind speed doubles, the available
power will increase by a factor of eight. The more energy produced, the better the
return on investment made.

Wind farms vary in size and scale depending on the limitations of the land
available and the type of terrain. The exact location of each turbine in the wind
farm must be at such a place so that there is maximum energy output from the wind
turbines. In order to determine this one needs to be very accurate and thorough
in deciding where each turbine has to be located. Hence softwares such as Garrad
Hassan WindFarmer, WindSim, RESoft Windfarm, etc., are used by commercial
companies to make right decisions for a successful wind energy project. These
softwares helps the decision-maker by using all the minute details (such as the type
of terrain, turbulence intensity, wake effect, etc.) for the location and finding the
optimum location for each turbine. Brief description of some of the commercially
available softwares is as follows.

4.2.5.1 Garrad Hassan WindFarmer (GH WindFarmer)

GH WindFarmer software is used for wind farm design and it combines all aspects
of data processing, wind farm assessment and wind farm layout into one integrated
easy-to-use program making fast and accurate calculations. GH WindFarmer is
technically advanced and powerful. It enables the user to automatically and effi-
ciently optimize the wind farm layout for maximum energy yield, whilst meeting
environmental, technical and constructional constraints.** The latest version of GH
WindFarmer has complete uncertainty calculations with standard deviations, his-
torical and future uncertainties and exceedance levels for the net energy yield, com-
pares turbine design parameters with estimates of Design Equivalent Turbulence,
detailed shadow flicker calculations with greater ease of use and new options such
as user-defined rotor orientation and creates a turbine ranking table as part of the
site conditions report to rapidly identify the least productive turbines.

4.2.5.2 WindSim

WindSim software is used for simulation of wind resources in complex terrain.
WindSim is based on Computational Fluid Dynamics (CFD). It combines advanced
numeric processing with 3D visualization in a user-friendly user interface.
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Customers use WindSim to optimize park layouts by finding turbine locations with
the highest wind speeds, but with low turbulence. WindSim is also used for calcu-
lation of loads on turbines.** The first PC based version of the Wind—Sim software
was launched in 2003. Since then there has been a steady growth in the number of
users, including the leading companies within the wind industry such as Enercon,
Gamesa, Siemens and Vestas.

4.2.5.3 RESoft WindFarm

RESoft WindFarm calculates the energy yield of a wind farm simultaneously
including topographic and wake effects. The turbine layout can be optimized
for maximum energy yield or minimum cost of energy whilst subject to natural,
planning (including noise) and engineering constraints. The energy yield analysis is
somewhat more sophisticated than other software, and includes numerous advanced
wake options. WindFarm has advanced graphics, and can perform wind flow cal-
culations, noise calculations (showing the noise contours) and measure-correlate-
predict analysis of wind speed data. The powerful visualisation tools create 3D
visualizations of the landscape (a virtual World), planning quality photomon-
tages including animation, display wire frame views of the wind farm, analyze
shadow flicker and create zone-of-visual-influence maps including cumulative
impact.®>

4.2.5.4 Limitations of GH WindFarmer, RESoft WindFarm, WAsP
and WindSim

All these models have limitations due to linearization of the model equations. This
restricts their applicability to low terrain slopes (e.g., <0.3). These models are also
limited by the fact that they do not take into account thermal effects such as sea
breezes or mountain-valley winds. Though these models have some limitations,
they can give good results if “handled” carefully.?’ Each of the softwares have
uncertainty involved in estimating the annual energy output from wind farm and
predicting wind speed.

4.2.6 WRA by topographical and numerical modeling

On a more refined scale, wind speeds at a particular site can be modeled using
information on the elevation, topography and ground surface cover. There are a
number of models that are used by wind planners for estimating wind speed varia-
tions in simple and complex terrains, namely Wind Atlas Analysis and Application
Program (WAsP), Mixed Spectral Finite-Difference (MSDF), MS-Micro/3, Guide-
lines for Windows (GLW), etc. In simple terrain models roughness coefficient and
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turbulence intensity are calculated. If more detail is required on wind flow in complex
terrain near proposed wind turbine sites, then more sophisticated models may be
appropriate.?®

4.2.6.1 WAsP (Wind Atlas Analysis and Application Program)

WASP is a PC program for predicting wind climates, wind resources and power
productions from wind turbines and wind farms. The predictions are based on wind
data measured at stations in the same region. The program includes a complex terrain
flow model, a roughness change model and a model for sheltering obstacles.*® It is
used for vertical and horizontal extrapolation of wind climate statistics. It contains
several physical models to describe the wind flow over different terrains and close
to sheltering obstacles.

4.2.6.2 MS-Micro/3

MS-Micro/3 is a numerical model for estimating wind speed variations in complex
terrain. It runs on a microcomputer using disk operating system (DOS). In general,
it can run on Windows in a DOS compatibility box or command line mode. Its
principal uses are wind energy site selection, wind resource estimates, wind loading
estimates, local climatological studies and evaluation of representativeness of mea-
sured wind data.

4.2.6.3 MSDF (Mixed Spectral Finite-Difference)

MSDF is a numerical model used for estimating wind speed variation in complex
terrains. Its main features include, 3D steady-state surface boundary-layer flow,
spatial variations in terrain height and surface roughness, high spatial resolution,
results at any height or height above the ground and turbulence closure. This model
is used for wind energy site selection, wind resource and turbulence estimates, local
climate studies and evaluation of representativeness of measured wind data.*’” This
model retains many of the advantages of its parent MS-Micro/3.

4.2.6.4 GLW (Guidelines for windows)

This is a graphical implementation for Windows of the simple Guidelines for esti-
mating wind flow in simple complex terrain situations. Its main features include,
estimation of wind speed profiles for complex terrains characterized by heteroge-
neous surface roughness and topography. Wind speed input measurements can be
defined at remote “reference” site, instantaneous computations allow immediate
graphical feed-back — useful for teaching and sensitivity analysis and topographic
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features treated: 2D ridges, valleys, escarpments; 3D hills, basins; 2D rolling topog-
raphy; 3D rolling topography; user-defined features.*’

Once wind data has been analysed for a site, it is vital to determine the exact
location to install wind turbine. This is known as micrositing.

4.2.7 Micrositing

Micrositing is the process of choosing the type of wind turbine generator (WTG)
and its exact position in planning work of a wind park. Proximity to transmission
lines and roads, terrain, and land use are just a few of the other factors that require
consideration when siting a wind project. The other factors that have to be regarded
during micrositing are:

Wind conditions (statistic data concerning wind speed and wind direction).
Building requirements (e.g., distance to residences).

Ownership structure of the area.

Accessibility (existing roads).

Influence of the WTG on the environment (e.g., shadow flickering, noise
emission).

e Distances between the individual turbines in a park.

Micrositing report for a wind farm consists of the following?’:

e Description and maps of the site (in terms of orography and roughness).
Characteristics of the turbine and wind farm (turbine dimensions, farm layout,
power curve, and control systems).

Description of the long-term reference site and internal wind speed variations.
Temporal variations of the wind (seasonal, diurnal, and turbulence intensity).
Spatial variations of wind over the project area.

Air density adjustment for the site and site-corrected power curve.

Wind turbine array efficiency.

Wind turbine expected availability.

Electrical losses.

High wind hysteretic losses (losses near the turbine cutout speed).

Frequency of forced shutdowns by the utility.

Discussion of the uncertainties of all measurements and estimated.
Discussion of the uncertainty of the energy output estimate.

Siting a turbine within a wind project involves careful consideration of an array
of factors relating to wind flow, terrain, equipment access, environmental and land-
use issues, and visual impact. Maximizing production is the most important factor,



Technologies and Methods used in Wind Resource Assessment 81

but without attention to aesthetics, the project may not make it past the permitting
phase. To maximize production, careful attention must be paid to the prevailing
wind direction(s), wind obstructions from man-made structures or vegetation, and
terrain effects. The impact of the wind disturbance caused by one turbine on another
is another important factor. Below is a list of general rules for siting turbines.

e On a site with multiple wind turbines, the turbines should be placed at least two
rotor diameters apart in the plane perpendicular to the prevailing wind direction,
and at least ten rotor diameters apart in the plane parallel to the prevailing wind
direction. This will prevent the turbines from experiencing reduced wind speeds
and increased turbulence due to the other turbines.

e To avoid turbulence, turbines should be placed at a distance twenty or more
times the height of any man-made structure or vegetation upwind of the
project. The turbulent wind flow created by a structure generally extends ver-
tically to twice the height of the structure, so small structures may not have any
impact on the tall turbines used today.

e Avoid areas of steep slope. The wind on steep slopes tends to be turbulent and
has a vertical component that can affect the turbine. Also, the construction costs
for a steep slope are greatly increased.

e Onridgelines and hilltops, set the turbines back from the edge to avoid the impacts
of the vertical component of the wind.

Along with the rules stated above, it is important to take into consideration the visual
impact of the site. Grids of turbines tend to be much less visually appealing than
turbines placed along the curves created by natural features. It is also sometimes
possible, on a large site, to place turbines where they will not be as visible to residents
in the proximity. Softwares such as Windfarmer and RESoft windfarm can be used
to aid micrositing.

4.3 Wind Characteristics for Site

Wind speed varies in both time and space. Space variations are generally dependent
on height above the ground and global and local geographical conditions. After
the wind resource data such as wind speed, direction and temperature are known
at a particular site then the following parameters are determined using the above
information.

4.3.1 Annual average wind speed

This is the mean of wind speed recorded during a year.
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Fig. 4.2. Annual daily variation in wind speed.

4.3.2 Annual diurnal wind speed

This shows how the wind speed varies during a day by considering the whole year’s
wind speed data. The different hourly wind speeds data is averaged for the year
and a graph is plotted, Fig. 4.2. Daily variation in wind speed is due to differential
heating of the earth’s surface during the daily radiation cycle.

4.3.3 Monthly diurnal wind speed

This shows the daily variation in wind speed in different months throughout a year.
This will be similar to Fig. 4.2 but instead of the graph for a whole year, it would be
diurnal variation in wind speed for different months. This information will help the
wind planner to match the daily load in different months to the daily wind resource.

4.3.4 Monthly variation in wind speed

This shows how wind speeds are changing in different months in a year, Fig. 4.3.
It would aid in knowing which months have high wind speeds and which has
low, consequently helping to decide the type of storage system that would be
needed.

4.3.5 Frequency distribution of wind speed

This is the most important of all wind characteristics. Using this information the
annual wind energy for a site is estimated. To obtain this graph, wind speed is binned,
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Fig. 4.3. Monthly variation in wind speed for a site.

i.e., bins 0—1 m/s, 1-2 m/s, 2-3 m/s, etc., are created and different wind speed in year
are binned in the respective bins. The frequency (or number of hours in a year) is
then determined. This can be done in Microsoft Excel or in other software such as
Windographer, where this is done automatically and the wind speed frequency curve
is obtained.

Table 4.1, shows the wind speed bins and frequency and Fig. 4.4 is obtained
using Table 4.1.

4.3.6 Weibull distribution of wind speed

When the wind speed frequency (distribution) for a site is unknown then the Weibull
distribution can be used to estimate the wind speed distribution for a site by putting
in the shape parameter (k) and the scale parameter (c). The Weibull probability
density function (PDF) of wind speed, v, f(v) is given by Eq. (4.3).

= (5) () e (- (2)). @3

c/) \c c
The area under the PDF gives the probability of wind speeds occurring at a particular
site. Probability density function gives the probability of occurrence of wind speed
between certain intervals. Once the probability is found, this probability is then
multiplied with the 8760 hours (that is number of hours in a year). This product

gives the frequency of wind speed in a year. The frequency of wind speed is then
multiplied with the power output from a wind turbine at that particular wind speed.
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Table 4.1. Wind speed frequency bins.

Wind speed bins (m/s)  Class mark (m/s) Frequency (hours)

0-1.0 0.5 69
1.0-2.0 1.5 175
2.0-3.0 2.5 387
3.0-4.0 3.5 1061
4.0-5.0 4.5 1518
5.0-6.0 5.5 1530
6.0-7.0 6.5 1300
7.0-8.0 7.5 930
8.0-9.0 8.5 640
9.0-10.0 9.5 400
10.0-11.0 10.5 325
11.0-12.0 11.5 280
12.0-13.0 12.5 97
13.0-14.0 13.5 20
14.0-15.0 14.5 15
15.0-16.0 15.5 7
16.0-17.0 16.5 5
17.0-18.0 17.5 1
18.0-19.0 18.5 0
19.0-20.0 19.5 0
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Fig. 4.4. Wind speed frequency graph.
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The probability that the wind speed is between v and v, is given by

v

Plvi <v <= 2 f) -dv

_ / (k) (g)’“ O
letx = — (g)k

& _ _, (2)“ A

dv c c
k v\ k—1
—dx = (-) (5) v
c) \c
Limits of integration are: lower limit x; = — (UL—I)k and upper limit x, = — (“C—z)k
Therefore,
X2
Px1 <x <xp) = / —e'dx
X1
x ]2
== [e ]xl
= —(e” —e")
=" — 7
vy \k vy \k
Hence, P(vi < v < 1p) = e () o (3) 4.4)

If the k value for a site is 2.5 and the c¢ value is 6 m/s, then the probability
density for different wind speeds and the frequency for the wind speeds are given
in Table 4.2.

It is observed that there is not much difference between Figs. 4.4 and 4.5. If one
wants to estimate the wind speed distribution for a site then the Weibull parameters
k and c value are required to match the site.

4.3.7 Wind rose

This shows the frequency with which the wind direction falls within each direction
sector, Fig. 4.6. The wind direction and changes in it are determined by geography,
global and local climatic conditions and by the rotation of earth. Locally, the wind
direction will vary with the lateral turbulence intensity and for coast near locations;
in particular, the wind direction can vary between day and night.'® Though the yaw
system of the wind turbine will hold the rotor in the direction of the mean wind
direction, short-term fluctuations in the wind direction give rise to fatigue loading.
At high wind speeds sudden changes in the wind direction during production can
give rise to extreme loads.
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Table 4.2. Probability for different wind speeds.

V] ) P(vy <v <) Freq
0 1 0.0113 99
1 2 0.0509 446
2 3 0.0999 875
3 4 0.1423 1247
4 5 0.1652 1447
5 6 0.1626 1425
6 7 0.1380 1209
7 8 0.1015 889
8 9 0.0648 568
9 10 0.0359 314
10 11 0.0171 150
11 12 0.0071 62
12 13 0.0025 22
13 14 0.0008 7
14 15 0.0002 2
15 16 0.0000 0
16 17 0.0000 0
17 18 0.0000 0
18 19 0.0000 0
19 20 0.0000 0
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1400 +-------- e
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800 + - - - - o R R
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Fig. 4.5. Wind speed frequency using Weibull distribution.
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Fig. 4.6. 'Wind rose for a site using Windographer.

The other factors such as the slope of the terrain, the type of soil and other
topographical features that are obtained during preliminary wind survey can be used
to optimize the wind turbine location. Softwares that are mentioned in Secs. 4.2.5
and 4.2.6 can be used to locate the wind turbines at a particular location.

4.4 To Find the Optimum Wind Turbine which Yields High Energy
at High Capacity Factor

The optimum turbine that can be installed at the site can be found using the nor-
malized power curve method. Jangamshetti ef al.*® presented a method of matching
wind turbine generators to a site using normalized power curves. The site matching
was based on identifying optimum speed parameters v¢, vg, and vy from the turbine
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performance index (TPI) curve, which was obtained from the normalized curves,
so as to yield higher energy at higher CF. The wind speeds are obtained using cubic
mean cube root and statistically modeled Weibull PDF. Usefulness of these nor-
malized curves for identifying optimum wind turbine generator parameters for a
site is presented by means of two illustrative case studies. It was shown that there
exists a unique TPI curve for every site from which speed parameters of a turbine
that will optimally match a site. The following are some of the formulae to find TPI
for a site.
The average electrical power output (W) of wind turbine system is

Pe,ave = eR(CF)v (45)

where P,y is the rated power output at rated wind speed vy and it is given by

1
Pr= CpR *NmR * NgR * EPAU‘Z’ (46)

In Eq. (4.6) C,r = coefficient of performance at vg; n,,g = mechanical interface
efficiency at rated power; n,g = generator efficiency at rated power; p = air density
(kg/m?) and A = turbine swept area (m?).

CF in Eq. (4.5) is the capacity factor given by

CF = i3 /UR v} f(v)dv + /UF f(v)dv, 4.7)
vR Ve UR

where f(v) is the Weibull PDF Eq. (4.3).
By using integration by substitution, the definitions of Gamma function (I") and
incomplete gamma function (y), the capacity factor in Eq. (4.7) can be expressed as

3r(2 3
CF = preot 4 2 (0

(G R (O )

where (UTR) normalized rated speed v, = p-vg and vy = q - vy, where p < 1.0 and
g > 1.0%%; and the values of k and ¢ values are approximated by the formula'?

-1
—1.086 0.433\ F
k = (3) and & = (0568 + ——2) . (4.9)
x k

The average electrical power is then given by

1
Pe,ave = noREpAvf(CF)» (410)

where overall efficiency, n,g = C,rNmrNgR-
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Hence, the normalized power is given by Eq. (4.11)

P, VR\3
Py = —5% _ — (CF) (—R) . 4.11)
NoR5PAC ¢
To yield a total energy production closer to the maximum, at a much better
capacity factor for a given wind regime, Py = r - Py max Where 0.5 < r < 1.0.
Thus, turbine performance index (TPI) is defined as

Py x C.F
TP = — M %

= . 4.12
PN,max X C-Fmax ( )

Example 4.1. A site has annual average wind speed of 7 m/s with a standard devi-
ation of 2.5 m/s. Find the estimated k and c values for the site.
Solution:

2.5 —1.086
_ 7)
=2.70
-1
0.433\ %
‘- (0.568 y—
x k
¢ _ (05684 043\
7 7 2.7
c=178Tm/s

Example 4.2. Consider that the normalized rated speed, (“L—R), is varied in intervals
of 0.1 til 3 and Table 4.3 is obtained for the capacity factor by using £ = 2.5 and
c=6m/s.

(i) Complete the values for the normalized power and the turbine performance
index, TPI for the respective normalized rated speed and comment on

(a) the values of capacity factor and TPI when normalized power is maximum,
(b) the values of capacity factor and normalized power when TPI is maximum.

(i1) Using the completed Table 4.3, draw the TPI, normalized power and capacity
factor on one graph.

(iii) Via the completed Table 4.3 and graph, one can find the turbine performance
index of the site and also find the wind turbine speed specification which would
best suit the site or use the specifications of different turbines and find the TPI.
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Table 4.4 gives some wind turbine specifications.

For each wind turbine;

(a) find the normalized rated speed,

(b) find the normalized power at these rated speed and,

(c) find the TPI and capacity factor.

Table 4.3.

Capacity factor.

Normalized rated

speed (X&) CF Py TPI
0 0.0000
0.1 0.0139
0.2 0.0755
0.3 0.1911
0.4 0.3422
0.5 0.4941
0.6 0.6117
0.7 0.6746
0.8 0.6829
0.9 0.6506
1 0.5951
1.1 0.5303
1.2 0.4647
1.3 0.4025
1.4 0.3459
1.5 0.2956
1.6 0.2520
1.7 0.2146
1.8 0.1829
1.9 0.1564
2 0.1341
2.1 0.1155
2.2 0.0999
2.3 0.0868
2.4 0.0757
2.5 0.0662
2.6 0.0581
2.7 0.0511
2.8 0.0450
2.9 0.0398
3 0.0352
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Table 4.3. (Continued)

Normalized rated

speed (X&) CF Py TPI
0 0.0000 0.0000 0.0000
0.1 0.0139 0.0000 0.0000
0.2 0.0755 0.0006 0.0001
0.3 0.1911 0.0052 0.0013
0.4 0.3422 0.0219 0.0102
0.5 0.4941 0.0618 0.0415
0.6 0.6117 0.1321 0.1099
0.7 0.6746 0.2314 0.2123
0.8 0.6829 0.3497 0.3248
0.9 0.6506 0.4743 0.4198
1 0.5951 0.5951 0.4818
1.1 0.5303 0.7059 0.5093
1.2 0.4647 0.8030 0.5076
1.3 0.4025 0.8843 0.4842
1.4 0.3459 0.9491 0.4465
1.5 0.2956 0.9977 0.4012
1.6 0.2520 1.0320 0.3537
1.7 0.2146 1.0542 0.3077
1.8 0.1829 1.0669 0.2655
1.9 0.1564 1.0725 0.2281
2 0.1341 1.0730 0.1958
2.1 0.1155 1.0699 0.1681
2.2 0.0999 1.0640 0.1446
2.3 0.0868 1.0560 0.1247
2.4 0.0757 1.0461 0.1077
2.5 0.0662 1.0345 0.0932
2.6 0.0581 1.0211 0.0807
2.7 0.0511 1.0059 0.0699
2.8 0.0450 0.9889 0.0606
2.9 0.0398 0.9700 0.0525
3 0.0352 0.9493 0.0454

Table 4.4. Wind turbine specification.

Model Rating (kW) v (m/s) v, (m/s) vy (m/s)

1 25 2.5 10 20
2 30 3 12 25
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Solution
(i) Using Egs. (4.11) and (4.12), Table 4.3 is completed as

(a) when normalized power is maximum, the capacity factor is very low 0.16
and the TPI is also low of 0.23,

(b) when TPI is maximum, the capacity factor is high but the normalized power
is low (Fig. 4.7).

This implies that when some percentage of maximum normalized power is
taken so that the TPI and capacity factor both are high.

e For Model 1, the normalized rated speed, (£), is (%) = 1.67.
At this (UTR), the capacity factor and TPI are found from the completed Table 4.3,
and the values respectively are; 0.2146 and 0.3537.

e For Model 2, the normalized rated speed, ("TR), is (%) =2.
At this (UTR)’ the capacity factor and TPI are found from the completed Table 4.3,
and the values respectively are; 0.1341 and 0.1958.

Hence, just by comparing these two values of capacity factor and the TPI, a wind
planner would choose Model 1 wind turbine, since it has high capacity factor as well
as high TPL

Note: Other factors such as load demand at the site, the cost of wind turbine
would also need to be considered.
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Once the wind turbine is selected for the site, then the annual energy output can
be determined. This will help to gain some insight as to how much annual energy is
produced from a wind turbine or a wind farm. This information can aid in finding the
cost of energy and also carry out some economic analysis for the wind energy project.
This is because the economic viability of a wind project is also another factor that
has to be considered when installing a wind energy plant. The uncertainty involved
in estimating the annual energy output should also be included in the wind resource
assessment report.

4.5 Uncertainties Involved in Predicting Wind Speeds using
the Different Approaches of WRA

In WRA, wind speed at a particular site and height play a major role in establishing
the estimate annual energy yield from that site. Due to the relationship between wind
speed (v), power output from a turbine (P,) and energy output from a turbine (E),
a 1% error in wind speed leads to a 3% error in energy output.®!® Table 4.5 gives
the uncertainty in wind speed when the annual mean wind speed is estimated using

Table 4.5. Uncertainty in wind speed using different approaches.

Different methods Uncertainty in wind speed (%)

1. Methods in predicting annual mean wind

speed

o Observational wind atlas (Mesoscale 10-30
modeling)*

o Numerical wind atlas (Microscale 1-15
modeling)*®
WAsP3 2.0-5.9
ANN? 1.7-6.8
MCP>° 5-10

2. Monitoring periods (months) for on-site
wind data collection’!

ol 6.4-11.8
o3 4.9-10.3
o6 3.5-7.8
o 12 1.2-2.8
o 24 0.6-1.5
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Fig. 4.8. 'Wind resource assessment techniques.

the different approaches mentioned and also the uncertainty in mean wind speed for
on-site data collection for different durations.

Considering Table 4.5, minimum uncertainty in wind speed is using WASsP or
ANN to predict wind speeds. However, each of the different methods of predicting
wind speeds at a site has its pros and cons. It depends upon the wind planner to
decide which method would be best to predict the wind speeds at a particular site.
For instance, WAsP may have a large uncertainty in wind speed prediction when
the topography of a site is complex.>> MCP or ANN method would be better for
complex topographies since these methods do not require the topographical details
of the site.> It is also worthwhile to note that the uncertainty for MCP method would
decrease if the duration of wind speed measurement at reference site increases.>
Mesoscale modeling offers a number of advantages for WRA, such as the ability
to simulate, with reasonable accuracy, complex wind flows in areas where surface
measurements are scant or non-existent> whereas microscale modeling is best suited
to estimating the wind resource in areas of simple to moderate terrain slopes with
distances up to tens of kilometers from the reference mast.*>

It is also seen from Table 4.5 that the uncertainty in wind speed decreases as the
duration of wind data collection increases. The factors that are considered for the
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estimation of wind speed uncertainty are: anemometer measurement uncertainty;
the vertical spacing on the tower; the monitoring period; the temporal period
used in the measure-correlate-predict analysis; and the r-squared of the moni-
toring/reference station relationship.>* If wind speed is measured at the site then
the temperature and atmospheric pressure must also be measured since these two
factors have great influence over the air density.’® Air density is used to estimate
the wind power density at a particular site. Hence the uncertainty in wind power
density at a site will depend on the uncertainty in wind speed measurement and also
the uncertainty in temperature and atmospheric pressure measurement.

The whole procedure of carrying out a wind resource assessment using the
techniques mentioned above may be presented in the flow diagram as shown
in Fig. 4.8.

4.6 Concluding Remarks

A proper wind resource assessment would lead to a successful wind energy project.
Aftera WRA, consultants can be hired to give professional advice as to where exactly
wind turbine(s) is/are to be installed by looking at the terrain features and the wind
resource as the site. This can be done by using software or models that are described
in Sec. 4.2 of this chapter. Once a WRA is done, the optimum wind turbine for the
site is found which is used to estimate the annual energy yield.
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Wind energy is one of the fastest growing energy sources in the world today. The
reason for this can be due to the fact that there have been vast improvements
in wind energy technology which has led to lower cost. This chapter presents
an overview on the economic analysis of a wind energy project. The chapter is
organized as follows. Section 5.1 gives an overview on wind energy and reasons
for carrying out the economic analysis. Section 5.2 describes the wind system
economic components, Sec. 5.3 presents the different types of economic analysis
methods and Sec. 5.4 presents two case studies on economic analysis. Finally, some

conclusions are drawn.

5.1 Introduction

Generating electricity from the wind makes economic as well as environmental
sense; the wind is a free, clean and renewable fuel which will never run out.
Even though wind is free its cost of electricity however, is not free. There are
initial capital cost of purchasing wind turbines, towers, transportation of mate-
rials, labor charge, expertise charge, operation and maintenance cost, etc. Wind
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turbines are becoming cheaper and more powerful, with larger blade lengths which
can utilize more wind and therefore produce more electricity, bringing down the
cost of renewable power generation.'™ There are two main factors which affect
the cost of electricity generated from the wind and therefore its final price which
depends upon: (i) technical factors, such as wind speed and the nature of the tur-
bines and (ii) the financial perspective of those that commission the projects, e.g.,
what rate of return is required on the capital, and the length of time over which
the capital is repaid.! To be economically viable the cost of making the electricity
has to be less than its selling price. It is extensively known that the cost of energy
will be low if the site has a high wind speed (Fig. 5.1), the wind turbine optimally
matches the wind characteristics for the site and cost of wind turbine and installation
is low.

The unit cost of electrical energy can be determined easily by knowledge of
capital investment and operating cost. Before investment decisions are made it is
vital to determine the electrical energy output from the site.

This chapter presents economic analysis for wind energy systems. The chapter
is organized as follows. Section 5.2 presents an overview of the components of wind
energy economics and Sec. 5.3 describes the methods of economic analysis such as
levelized cost of energy (LCOE), cost of energy (COE), benefit to cost ratio, simple
payback period (SPB), internal rate of return (IRR), discount rate and net present
value (NPV). Section 5.4 offers two case studies of economic analysis; (1) wind
turbine alone and (2) wind diesel hybrid system at Vadravadra, Gau Island in Fiji.
Finally some conclusions are drawn.

| —e— At8% rate of return on capital

Generation costs (p/kWh)
N
1

1 9 —@— At 10% rate of return on capital

0 T T T T T 1
7 7.5 8 8.5 9 9.5 10
Annual mean wind speed (m/s)

Fig. 5.1. Generation cost against annual wind speed.!
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Economics of wind energy

A A

Generating costs Market value of wind energy
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Wind Regime Avoided costs based Monetarized
Energy Efficiency value environmental benefits
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Lifetime

Capital cost
Financing cost
O&M costs

Fuel savings Emissions reductions
Capital savings Reduced fuel use

Fig. 5.2.  Components of wind system economics.’

5.2 Wind System Economic Components

If someone has designed a wind energy conversion system (WECS) that can reliably
produce energy, one should be able to predict its annual energy production. With
this result and the determination of the manufacturing, installation, operation and
maintenance, and financing costs, the cost-effectiveness can be addressed. Figure 5.2
shows the economic aspects of wind energy systems, which are discussed briefly.

5.2.1 Availability

The availability is the percentage of the time in a year that the wind turbine is
able to generate electricity. The times when a wind turbine is not available includes
downtime for periodic maintenance or unscheduled repairs.

5.2.2 Lifetime of the system

It is common practice to equate the design lifetime with the economic lifetime of a
wind energy system. In Europe, an economic lifetime of 20 years is often used for
the economic assessment of wind energy systems.’

5.2.3 Energy efficiency

The efficiency of the wind energy conversion system also affects the economics
of the wind system. The theoretical maximum efficiency of wind turbine is 59.3%
(known as Betz coefficient). Low overall efficiency means low return on investments.
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5.2.4 Wind regime

Wind regime is the distribution of wind speed throughout a year where the wind
turbine is supposed to be commissioned. It can be presented in a wind speed duration
curve or wind speed frequency curve. A wind speed duration curve shows the number
of hours that wind speed exceeds a particular value and wind speed frequency curve
shows the number of hours in a year that a particular wind speed will occur. For
instance, the wind regime for Vadravadra site in Gau Island in Fiji is shown in Fig. 5.3
(wind speed duration curve) and Fig. 5.4 (wind speed—frequency curve).

Wind speed (m/s)

0 2000 4000 6000 8000 10000
Duration (hrs in the yr)

Fig. 5.3. Wind speed duration curve for Vadravadra.
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Fig. 5.4. Wind speed frequency curve for Vadravadra.



Economic Analysis of Wind Systems 103

5.2.5 [Investment costs

Any cost from the start of the idea until the date of operation which includes land
preparation, site, equipment, transport, design, consultancy, project management,
etc., are “‘written off” over the life time of WECS.

5.2.5.1 Capital costs

The determination of the capital or total investment cost generally involves the cost of
wind turbines and its auxiliaries, i.e., tower, wiring, utility interconnection or battery
storage equipment, power conditioning unit, etc., and delivery and installation
charges, professional fees and sales tax.®™8 Figure 5.5 shows the typical installation
costs of wind turbines in remote areas which could be typically varying between
two curves depending upon siting conditions. One way to estimate the capital costs
of a wind turbine is to use cost data for smaller existing machines normalized to a
machine size parameter. Here, the usual parameters that are being used are unit cost
per kW of rated power or unit cost per area of the rotor diameter. Remote systems
with operating battery storage typically cost more, averaging between US$4000—
5000/kW. Individual batteries cost from US$150-300 for a heavy-duty, 12V, 220 Ah
deep-cycle type. Larger capacity batteries, those with higher amp-hour ratings, cost
more. A 110V, 220 Ah battery storage system, which includes a charge controller,
costs at least US$2000.6 The cost of wind turbines has increased from US$1200/kW
to US$1600/kW.% 19 This is why the cost of wind turbine for this project was taken
as F$4000/kW. Cost of transmission line is US$20000—40000/mile, but costs can
be higher in some cases.® Similar to a grid-connected system, a remote system has

thousands of dollars)

Installed cost per kilowatt capacity (in

0 10 20 30 40 50
Wind turbine rated power (kW)

Fig. 5.5. [Installation cost of wind turbines.
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initial and lifetime operating costs. Initial costs include equipment components such
as batteries, control systems and an inverter to supply AC loads. A more fundamental
way to determine the capital cost of a wind turbine is to divide the machine into its
various components and to determine the cost of each component.

5.2.5.2 Financing costs

Wind energy projects have intensive amount of money to be invested in the beginning
so that the purchase and installation costs are met. For this reason, the developer
or purchaser will pay a limited down payment of 10-20% and borrow the rest. The
source of capital may be a bank or investors where the lenders will expect a return.
The return in the case of a bank is referred to as the interest. Over the lifetime
of the project, the cumulative interests can add up to a significant amount of the
total costs.

5.2.6 Recurring costs

Recurring cost includes operation and maintenance (O&M) cost (administration,
labor, spare parts, consumables, lubrication), fuel cost, and capital cost (interest on
outstanding capital and transaction costs).

5.2.6.1 Operation and maintenance costs

According to Danish Wind Industry Association,® O&M costs are very low when
the turbines are brand new but increase as the turbine gets old. The O&M costs
generally range from 1.5% to 3% of the original turbine cost. Annual operating
costs also include battery replacement every 3 to 10 years, depending on the battery
type and the number of discharges.®

5.2.6.2 Avoided cost based value of wind energy

The traditional way to assess the value of wind energy is to equate it to the direct
savings that would result due to the use of the wind rather than the most likely
alternative. These savings are often referred to as “avoided costs”. The avoided
costs include fuel and capacity costs.

5.2.7 Environmental value of wind energy

The primary environmental value of electricity generated from wind energy systems
is that the wind offsets emissions that would have been caused by conventional fossil
fueled power plants. These emissions include sulphur dioxide (SO, ), nitrogen oxides
(NO,), carbon dioxide (CO,), particulates, slag and ash. The amount of emissions
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saved via the use of energy depends on the types of power plant that are replaced
by the wind system, and the particular emissions control systems currently installed
on the various fossil-fired plants.

5.2.8 Market value of wind energy

The market value of wind energy is the total amount of revenue one will receive
by selling wind energy or will avoid paying through its generation and use. The
value that can be “captured” depends strongly on three considerations; the market
application, the project owner or developer and the types of revenues available. In
remote areas the environmental, social and legal factors are least affected.”-!%~12

5.3 Economic Analysis Methods

There are two types of economic analysis:

e Absolute analysis: Are the costs higher or lower than the benefits? Is the project
viable?

e Relative analysis: For projects (such as the wind turbine alone or those with hybrid
system) are the benefits higher and at what cost? How do the projects rank in terms
of costs and benefits?

(I) Cost-benefit analysis: A time period is chosen and the sum of all costs and
benefits in that period is determined. The net benefit is determined by sub-
tracting total benefits and total cost in that time period.

Net benefit = Z(beneﬁts) — Z(costs).

(I) Benefit to cost ratio (BCR): A time period is chosen then the sum of all costs
and benefits in that period is determined. The ratio of benefit to cost gives
the benefit to cost ratio.

> (benefits)

3" (costs)

(II) Simple payback period (SPB): This is one of the most common ways of
finding the economic value of a wind energy project. Payback considers the

BCR =

initial investment costs and the resulting annual cash flow. The payback time
(period) is the length of time needed before an investment makes enough to
recoup the initial investment.

> (investment costs)

SPB (in years) = .
(in years) (yearly benefits — yearly costs)
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However, the payback does not account for savings after the initial investment
is paid back from the profits (cash flow) generated by the investment
(project). This method is a “first cut” analysis to evaluate the viability of
investment. It does not include anything about the longevity of the system.
For example, two wind turbines may both have the same 5-year payback
periods, but even though one lasts for 20 years and the other one falls apart
after 5 years, the payback period makes absolutely no distinction between
the two.

For example the investment cost of a wind turbine project comes to
$100000 but a net annual operational saving is $10000. When the net annual
savings is divided into the initial investment, the sample payback period is
calculated as follows:

SPB — > (investment costs) 100000
~ (yearly benefits — yearly costs) 10000

= 10 years.

Initial rate of return: This is the opposite of simple payback period. The
value makes the investment look too good.

(yearly benefits — yearly costs)

Initial rate of return = x 100%.

> (investment costs)
For example in the previous example, the initial rate of return can be calcu-

lated as

10000
100000

x 100% = 10%.

This initial rate of return acts as a minimum threshold indicator for the
investment. If the internal rate of return is below this minimum threshold
there is no need to proceed with the investment.

Levelized cost of energy (LCOE): All the costs are added during a selected
time period which is divided by units of energy. A net present value (NPV)
calculation is performed and solved in such a way that for the value of the
LCOE chosen, the project’s NPV becomes zero. This means that the LCOE
is the minimum price at which energy must be sold for an energy project to
break even.

> costs/no. of years
annual yeild (kWh) -

LCOE =

For example if the total cost a wind energy project for a duration of 20 years
is $500000 and the annual wind energy yield is 60000 kWh, then the LCOE
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is calculated as follows:

_costs/no. of years  500000/20
annual yeild (kWh) 60000
=$%0.417/kWh or =~ 42cents/kWh

LCOE =

(VD) Cash flow analysis: One of the most flexible and powerful way to analyze an
energy investment is the cash-flow analysis. This technique easily accounts
for complicating factors such as fuel escalation, tax-deductible interest,
depreciation, periodic maintenance costs, and disposal or salvage value of the
equipment at the end of its lifetime. In a cash flow analysis, rather than using
increasingly complex formulas to characterize these factors, the results are
computed numerically using a spreadsheet. Each row of the resulting table
corresponds to one year of operation, and each column accounts for a con-
tributing factor. Simple formulas in each cell of the table enable detailed
information to be computed for each year along with very useful summa-
tions. Cash flow is always positive.

Z cash flow, = Z benefits,, — Z costs,,

where 7 is the number of years of operation from the start system operation.

(VII) Discounted cash flow (DCF): DCF analysis uses future free cash flow projec-
tions and discounts them to arrive at a present value, which is used to evaluate
the potential for investment. If the value arrived through DCF analysis is
higher than the current cost of the investment, the opportunity may be a good
one. The purpose of DCF analysis is to estimate the money one would receive
from an investment and to adjust for the time value of money.

> benefits, — Y _ costs,
(1 4+

where i = the discount rate which is the interest rate used in calculating the
present value of future cash flows and n = the years from the system starts
operation. The present worth factor in the above formula is (1—&1-_1)”

The value that is chosen for i can often “weigh” the decision towards
one option or another, so the basis for choosing the discount must clearly
be carefully evaluated. The discount rate depends on the cost of capital,
including the balance between debt-financing and equity-financing, and an
assessment of the financial risk.

(VIII) Net present value (NPV): NPV compares the value of a dollar today to
the value of that same dollar in the future, taking inflation and returns into

account. If the NPV of a prospective project is positive, it should be accepted.

Discount cash flow,, =
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However, if NPV is negative, the project should probably be rejected because
cash flows will also be negative.!® To calculate NPV; choose the time period
for the project and sum all the discounted cash flows in that time period.

_ > benefits, — Y _ costs,

Z Discount cash flow,, = - = NPV
1+

(IX) Internal rate of return (IRR): This is perhaps the most persuasive measure
of the value of a wind energy project. The IRR allows the energy investment
to be directly compared with the return that might be obtained for any other
competing investment. IRR is the discount rate that makes the NPV of the
energy investment equal to zero. When the IRR is less than discount rate, it
is a good indicator for the project.

benefits, — 3 costs,
IRR = NPV = 0;  je,, 2enefits, = 2 costs, _
1+ )"

5.4 Case Study for the Economic Analysis of a Wind Turbine

For a site in Vadravadra village in Gau Island in Fiji the average annual wind speed
recorded for the site was 6.24 m/s. For 68% of the time in a year the wind speed
is more than 5 m/s. A 30 kW Fuhrlaender (FL-30) wind turbine was found to yield
60000 kWh of electrical energy annually when coefficient of performance (C,))
was taken as 25%. Vadravadra village has 174 individuals but for economic analysis
200 individuals are assumed. When 200 individuals are taken the annual electrical
energy consumption from wind is about 300 kWh/capita.

Case 1: Wind turbine is the only source of electricity generation

For purchasing and installing the wind monitoring system in Vadravadra the total
cost was F$21642.

Assumptions:

e [t is assumed that no subsidies are given from the government or any other orga-
nizations and there are no tax and CO; saving incentives.

e The revenue that is generated from a FL-30 wind turbine installed at the site is
the product of annual energy yield and the cost of energy (COE) in cents/kWh.
The only source of revenue in the analysis is through the production of annual
energy from the wind turbine.

e The lifetime of the wind turbine is taken as 20 years.
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Table 5.1. Costs breakdown at Vadravadra for wind turbine installation.

Parameters Costs (F$)

Investments (one-time costs)

Wind turbine 120000.00
Tower 60000.00
Foundation and site preparation 20000.00
Transport and freight (from overseas and to Gau Island) 100000.00
Labor 12800.00
Expert hiring 150000.00
Wind survey 21642.00
Total Investment 484442.00
Recurring costs (occurs every year)
Land lease 1000.00
Oo&M 12111.05
Insurance 2422.21
Total costs 15533.26/year

Note: Wind turbine is purchased at F$4000/kW, labor cost consists of 20 people working
for 320 hours at F$2.00/hour rate and O&M is 2.5% of total investment cost.

The cash flow analysis was carried out and the discount rate was taken as 10%
(this choice of discount rate was taken so that it matched the interest rate for bor-
rowing). The cost of FL-30 wind turbine, installation cost, labor, foundation prepa-
ration and other costs are shown in Table 5.1.

Table 5.1 gives the cost breakdown of the wind turbine that is going to be installed
at the site. High prices are considered for the wind turbine, tower and other items
because Vadravadra village is in a remote island and the cost for tower purchase,
transportation and the labor cost would be high. An additional cost of hiring spe-
cialists to install the wind turbine at the site is taken as F$150000. This cost is high
since the specialists would be from overseas to help in the installation of the wind
turbine at the remote island site. The annual O&M cost is taken as 2.5% of the fixed
cost. The annual revenue generated will be from the energy sold to the customers in
F$/kWh.

In Fiji the cost of one unit of electricity is 21 Fcents/kWh. In the discounted cash
flow analysis when COE is taken as 21 Fcents/kWh and the discount rate is taken
as 10% then the NPV is negative value. This negative value of NPV means that the
project is unprofitable at the current discount rate and the COE. Hence, the COE
should be increased.

When NPV is zero, it means that no profit is made over the 20 years. From cash
flow analysis the COE when the NPV is zero is F$1.20/kWh. Table 5.2 shows the
discounted cash flow analysis.
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Table 5.2. Discounted cash flow analysis at 10%.

Discounted
cash flow
Present (Present value =
Benefit — worth benefit — cost)
Year Benefits ($) Costs ($) Cost ($) factor %)
0 484442 —484442 1.00 —484442
1 72435.64 15533.26 56902.38 0.91 51729.43
2 72435.64 15533.26 56902.38 0.83 47026.76
3 72435.64 15533.26 56902.38 0.75 42751.6
4 72435.64 15533.26 56902.38 0.68 38865.09
5 72435.64 15533.26 56902.38 0.62 35331.9
6 72435.64 15533.26 56902.38 0.56 3211991
7 72435.64 15533.26 56902.38 0.51 29199.92
8 72435.64 15533.26 56902.38 0.47 26545.38
9 72435.64 15533.26 56902.38 0.42 24132.16
10 72435.64 15533.26 56902.38 0.39 21938.33
11 72435.64 15533.26 56902.38 0.35 19943.94
12 72435.64 15533.26 56902.38 0.32 18130.85
13 72435.64 15533.26 56902.38 0.29 16482.59
14 72435.64 15533.26 56902.38 0.26 14984.17
15 72435.64 15533.26 56902.38 0.24 13621.98
16 72435.64 15533.26 56902.38 0.22 12383.61
17 72435.64 15533.26 56902.38 0.20 11257.83
18 72435.64 15533.26 56902.38 0.18 10234.39
19 72435.64 15533.26 56902.38 0.16 9303.99
20 72435.64 15533.26 56902.38 0.15 8458.18
Total 1448712.71 795107.2 0

In Table 5.2, the discounted cash flow column is filled by the product of present
worth factor and the (Benefit — Cost) for that particular year. When the NPV is zero,
the SPB is 20 years, i.e., end of the project life. The LCOE is found to be

_costs/no. of years  $795107.20 /20

LCOE = ) =
annual yeild (kWh) 60000

= F$0.66/kWh.

This LCOE is less than the COE because in the calculation for LCOE the total cost
occurring over the wind turbine lifetime does not take into account the discount
factor. The benefit to cost ratio is calculated to be

> (benefits)  $1448712.71
Y (costs)  $795107.20

BCR =
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Table 5.3. Effect of varying COE on NPV, SPB and IRR.

COE (cents/kWh) NPV ($) SPB (yrs) IRR (%)

115 —24652 — 9.25
120 889 20 10.03
125 26429 17 10.79
130 51970 15 11.54
135 77511 14 12.28
140 103051 13 13.01
145 128592 11.5 13.73
150 154133 11 14.44

This value is more than 1 which is a good indicator that the wind project will
be profitable. However, BCR does not take into account the discount factor; it just
uses the present value of cost and benefit.

Table 5.3 is obtained when the discount rate of 10% is considered. From Table 5.3,
it is observed that as the COE is increased the NPV increases and the SPB period
decreases.

When the COE to the consumers is taken as F$1.30/kWh then IRR is 11.54%
which is a good indicator since IRR is the discount rate which gives NPV equal to
zero. In this case for COE equal to F$1.30/kWh the discount rate (10%) is less than
IRR (11.54%). At this COE the SPB period is 15 years and NPV is approximately
F$50000. The SPB period is found from the discounted cash flow graph, Fig. 5.6.
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Fig. 5.6. Discounted cash flow curve for discount rate of 10% and COE of F$1.30/kWh.
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Table 5.4. Effect of discountrate on NPV and SPB.

Discount rate (%) NPV (F$) SPB (years)

0 775692.80 7.6
2 545808.51 8.4
4 371840.16 9.6
6 238240.34 10.5
8 134167.46 12.4
10 51969.90 15.4
12 —13816.71 >20
14 —67140.14 >20

The place where the curve cuts the x-axis is the payback period. From Fig. 5.6
the SPB period is approximately 15 years.

Table 5.4 shows the values of SPB and NPV when the discount rate is changed.
The cost of energy is taken as F$1.30/kWh. This COE is taken because if one sees
Table 5.3 then at this COE the IRR is 11.54%. If the discount rate is increased
above this IRR then loss would be made. To determine the IRR of the wind energy
project the discount rate can be varied and its corresponding NPV calculated using
the discounted cash flow analysis. It is seen from Table 5.4 that as the discount rate
increases the SPB period also.

The point where the curve in Fig. 5.7 (obtained from Table 5.4) cuts the x-
axis (discount rate axis), i.e., NPV = 0, it is known as IRR. The IRR is found to
be 11.54%. This value basically means is that if the wind project is going to be
profitable then the interest rate must be less than this. If the interest rate is more than
IRR then the project will be going in at a loss.
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Fig.5.7. NPV as a function of discount rate.
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Table 5.5. Effect of NPV on the COE.

NPV (F$) COE (F$/kWh) SPB (yrs) IRR (%)

5000 1.21 19 10.15
10000 1.22 19 10.30
20000 1.24 18 10.60
30000 1.26 17 10.90
40000 1.28 16 11.19
50000 1.30 15.5 11.49
60000 1.32 15 11.78
70000 1.34 14.5 12.07
80000 1.35 14 12.35
90000 1.37 13 12.64

Table 5.5 shows how the COE changes when a desired NPV is required. The
discount rate is taken as 10%.

From Table 5.5 it is seen that as the NPV increases the SPB period decreases
and IRR increases but at a slower rate. It is noticed that for every $10000 increase
in NPV the IRR increases by 0.3.

Therefore, from all these analyses for Case 1 the COE can be taken as
F$1.32/kWh because then the IRR will approximately be 12% and at this IRR,
COE is lowest. Always the IRR value is sought to be more than the discount factor
because then the NPV would be positive. This COE is high for the village people
and they will surely not be able to afford this high cost, which is why if some
kind of overseas aid should be required to carry out wind energy project in a small
country like Fiji, the Government or the state should consider giving more grants
for renewable energy projects.

Case 2: Wind-diesel hybrid configuration

A 15kW diesel generator (DG) set is considered. HOMER software was used to
simulate the optimum configuration of wind-diesel hybrid based on the COE. When
15 kW DG set and 30 kW wind turbine are used, it is found using HOMER software
that 107653 kWh of electrical energy would be produced annually. This gives energy
consumption of an amount of 538 kWh/capita annually. Since the diesel generator
is already in operation at Vadravadra village, the installation cost of the generator is
taken as F$0.00 with the following assumptions:

e The diesel generator is operated 2500 hours annually
e The O&M costs is F$1500 annually
e Current price of diesel fuel is taken as F$2.5/L.
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e The diesel price is assumed to increase at 5% per year.
e The fuel usage is 0.4 L/kWh.

e No grant or subsidy is available for the project.

e Wind turbine life time is 20 years.

All the other costs are the same as mentioned in Table 5.1.

Since the diesel price is assumed to be increasing at 5% per year and this factor
is taken into account in the cash flow analysis under the column of cost (Table 5.6).
For hybrid configuration, when the discount rate is 10% and the NPV is taken as
zero, it gives the COE as F$1.36/kWh, LCOE as F$1.08/kWh, the SPB is 20 years
and IRR is 10%.

It is noted that when the DG set is also in operation the recurring cost is high
due to the diesel cost and the O&M cost of DG set. The benefit to cost ratio is 1.37
which is more than 1. However, this value is 30.5% less than the one obtained in

Table 5.6. Discounted cash flow analysis for wind-diesel hybrid system.

Present  Discounted cash flow
Benefit — worth (present value =
Year  Benefits ($) Costs ($) Cost ($) factor benefit — cost) ($)

0 518192 (518,192.00) 1.00 —518192
1 128316.15 52470.76  75845.39 0.91 68950.35
2 128316.15 54242.64  74073.52 0.83 61217.78
3 128316.15 56103.1 72213.05 0.75 54254.73
4 128316.15 58056.6 70259.55 0.68 47988.22
5 128316.15 60107.76 68208.39 0.62 42352.04
6 128316.15 62261.49 66054.66 0.56 37286.13
7 128316.15 64522.9 63793.25 0.51 32736.02
8 128316.15 66897.38 61418.77 0.47 28652.31
9 128316.15 69390.59 58925.56 0.42 24990.19
10 128316.15 72008.45 56307.7 0.39 21709.05
11 128316.15 74757.21 53558.94 0.35 18772.08
12 128316.15 77643.41 50672.74 0.32 16145.9
13 128316.15 80673.92  47642.23 0.29 13800.26
14 128316.15 83855.95 44460.2 0.26 11707.76
15 128316.15 87197.09 41119.06 0.24 9843.58
16 128316.15 90705.28 37610.87 0.22 8185.22
17 128316.15 94388.88 33927.27 0.20 6712.33
18 128316.15 98256.66 30059.49 0.18 5406.46
19 128316.15 102317.83 25998.32 0.16 4250.93
20 128316.15 106582.06 21734.09 0.15 3230.63

2566323.01  2030631.95 0
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Case 1, the reason is that the cost is much high when DG set is used even though
there is increase in the revenue. Revenue is generated by selling the energy produced
in F$/kWh.

When the discount rate is 10%, Table 5.7 is obtained. From Table 5.7 it is seen that
when the COE is F$1.44/kWh, the IRR is 12% which is more than 10% (discount
rate). This is a good indicator because the NPV would be positive which means
one would be making profit. Since, the wind energy project is not a profit making
scheme then the COE can be taken as F$1.38/kWh.

To have a 12% IRR which is the same as Case 1, the COE is taken as F$1.44/kWh
for Case 2 which is an 11% increase in COE when comparing it to the value
F$1.30/kWh for Case 1 in Table 5.3. This difference is due to the fact that the
total cost is increased in Case 2 because of the installation of the DG set and the
purchasing of diesel fuel regularly and also, the cost of diesel fuel increases every
year.

Table 5.8 shows the values of SPB, NPV, and the IRR when the discount rate is
changed. The cost of energy is taken as F$1.44/kWh. This COE is taken because if
one sees Table 5.7 then at this COE the IRR is 12% and it is the lowest COE at this

Table 5.7. NPV, SPB and IRR variation with variation
with variation in the cost of energy.

COE ($/kWh) NPV (F$) SPB (yrs) IRR (%)

1.34 —18314 -0 9.37
1.36 —2351 20 9.92
1.38 13612 17 10.46
1.40 29575 15 10.98
1.42 45538 14 11.49
1.44 61500 13 12.00
1.46 77464 12 12.50
1.48 93427 11 12.99

Table 5.8. Effect of discount rate on NPV, SPB and IRR.

Discount rate (i) % NPV (F$) SPB (yrs)
8 136513 10.5
9 97094 11.5
10 61500 13
11 29265 15

12 —14 20
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Table 5.9. Effect NPV on the COE.

NPV (F$) COE (F$/kWh) SPB (yrs) IRR (%)

5000 1.37 19 10.17
10000 1.38 17.5 10.34
20000 1.39 16 10.67
30000 1.40 15 10.99
40000 1.41 14 11.32
50000 1.43 13.5 11.64
60000 1.44 13 11.95
70000 1.45 12.5 12.27
80000 1.46 12 12.58
90000 1.48 11.5 12.88

IRR. If the discount rate is increased above this IRR then loss would be made. From
Table 5.8 it is seen that as the discount rate increases the NPV decreases and the
SPB period increases. It is expected because if NPV decreases then it would take
more time to recover the cost.

Table 5.9 shows how the cost of energy changes when a desired NPV is required.
The discount rate is taken as 10%. From Table 5.9 it is seen that as NPV increases
SPB period decreases. For this case of hybrid of wind turbine and diesel generator
the COE comes out to be F$1.44/kWh which is a high value.

Overall, it is seen that the COE for either the wind turbine alone installed at the
site or a hybrid of wind-diesel at the site has COE approximately F$1.40/kWh. This
COE is very high for the consumers of Vadravadra village. The village’s source of
income is by selling copra, dalo and mats. This high COE is due to the large capital
cost involved in buying, transporting and installing a wind turbine at the site. The
only way to decrease the COE to the consumers is by getting some kind of grant
or subsidy from the government, or overseas aid in terms of technical and financial
aid. By technical assistance it is implied that trained and expert overseas personnel
are involved in installing the wind turbine at the site.

In Fiji, the electrical energy that is sold to the consumers by Fiji Electricity
Authority (FEA) is at a rate of 21 Fcents/lkWh. However, on islands in Fiji where
the electricity is not provided to consumers by FEA, it is provided by some private
company or some business persons. When this is the case, the COE at the consumers
pay on these islands it very high. For example, in Taveuni Island the COE that the
electricity consumers pay is F$1.55/kWh. Hence, it is seen that people are paying
huge amounts of money for electricity because they need electricity in their daily
lives.
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5.5 Conclusions

A proper wind resource assessment would lead to a successful wind energy project.
AfteraWRA, consultants can be hired to give professional advice as to where exactly
wind turbine(s) is/are to be installed by looking at the terrain features and the wind
resource as the site. This can be done by using software or models that are described
in Sec. 5.2 of this chapter. Once a WRA is done and the wind turbine is selected to
get the annual energy yield, an economic analysis of the wind project needs to be
carried out. One of the main reasons why the economic analysis is done is because
the start of wind project requires huge sums of money to be invested and hence its
economic viability needs to be determined. From the key findings of the economic
analysis the COE to the consumers is determined, the NPV of the wind project is
known, and its IRR is known. These are just some of the vital factors that need to
be known before the start of any wind energy project.
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This chapter describes the operation and control of a line side converter used in
variable-speed wind energy conversion systems. Control techniques used for the
line side converter under balanced and unbalanced grid voltages are presented.
Several simulation examples illustrate the effectiveness of the control methods
presented in the chapter.

6.1 Introduction

Wind is a free, renewable and clean energy resource. Wind energy is one of the
fastest-growing forms of electricity generation in the world. Worldwide installed
wind power development is shown in Fig. 6.1. The United States has more than
8000 MW of installed wind power. In 2008, the Department of Energy’s report
concluded that “the U.S. possesses sufficient and affordable wind resources to obtain
at least 20% of its electricity from the wind by 2030”.! The economic stimulus bill
passed in February 2009 contains various provisions to benefit the wind industry.
The development of wind power technology improves not only the economy but
also the environment. Using wind instead of coal and gas reduces carbon dioxide

emission by 99% and 98%, respectively.'
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Annual Wind Power Development
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Fig. 6.1. Annual installed wind power development.

Recent work in wind power technology includes the wind turbine design, the
maximum power acquired from variable speed wind turbine, power flow control
between the grid and the wind power system, filter design, and the operation under
unbalanced grid voltages.>~!° In the past decade the design and control of power
electronics converters for variable — speed wind energy conversion systems was of
growing interest. In comparison with the constant speed wind systems, the variable-
speed wind energy conversion systems can deliver approximately 20% more power
to the grid. In this chapter the analysis and control of the line side converter used
in variable-speed wind energy conversion systems under balanced and unbalanced
grid voltages is presented.'!~14

6.2 Line Side Converters

Commonly used circuits for variable speed wind energy conversion systems are
shown in Figs. 6.2 to 6.4.!% In all circuits the PWM line side converter’s objective
is to export the active power to the grid and to allow the reactive power exchange
between the grid and the converter as required by the application specifications.

PWM converter used as a line side converter in wind power applications has
been extensively developed and analyzed in recent years.'~!3 It offers advantages
because of its capability for nearly instantaneous reversal of power flow, power
factor management and reduction of input/output harmonic distortion.
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Fig. 6.2. Induction or synchronous generator with two back-to-back PWM converters.
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Fig. 6.3. Doubly-fed induction generator with two PWM converters.

6.3 Principle of Operation

Figure 6.5 shows the structure of the PWM line side converter.

Power flow in the PWM converter is controlled by adjusting the phase angle §
between the source voltage U; and the respective converter reflected input voltage
V1.!° When U, leads Vj; the real power flows from the ac source into the converter.
Conversely, if U; lags Vj;, power flows from the converter’s dc side into the ac
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Fig. 6.4. Synchronous generator with the rectifier, boost chopper, and the PWM line-side
converter.
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.’/ swe u/ % sws :/ % swa
[
Fig. 6.5. PWM converter.
source. The real power transferred is given by the Eq. (6.1).
UiV .
P = "Lgin(s). 6.1)

1
The ac power factor is adjusted by controlling the amplitude of the converter synthe-
sized voltage V. The per phase equivalent circuit and phase diagrams of the leading,
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Fig. 6.6. (a) Per-phase equivalent circuit of the line side converter, (b) phasor diagrams
for unity, leading and lagging power factor operation.

lagging and unity power factor operation is shown in Fig. 6.6(a). The phasor diagram
in Fig. 6.6(b) shows that to achieve a unity power factor, V;; has to be,

Vi =+ U? + (X1 1))2 (6.2)

6.4 Control of a Line-Side Converter under Balanced
Operating Conditions

Two control methods of a line side converter under balanced operating conditions
are explained in detail.

6.4.1 Control of a line-side converter in the abc reference frame

The line side converter controller is responsible for maintaining the dc link voltage
at the reference value by exporting the active power to the grid. It is also designed
to exchange the reactive power between the converter and the grid when required.
In order to control the dc link voltage of the PWM converter, the line currents
must be regulated.?=2° In typical converter controllers presented to date, the dc
bus voltage error is used to synthesize a line current reference. Specifically, the line
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current reference is derived through the multiplication of a term proportional to
the bus voltage error by a template sinusoidal waveform. The sinusoidal template
is directly proportional to the phase shifted grid voltage, resulting in the desired
power factor. The line current is then controlled to track this reference. Current
regulation is accomplished through the use of hysteresis controllers.?? A proposed
control method!” is shown in Fig. 6.7. In order to explain the closed-loop operation
of the PWM Boost type converter, the switch matrix theory is used. The current [
of the matrix converters is a function of the converter transfer function vector 7 and
the line current vector i is given by,

Ip =Ti. (6.3)

The converter transfer function vector T is composed of three independent line to
neutral switching functions: SWy, SW,, SW;3

T=[SW, SW, SWs]. (6.4)

Voltage
Sensor N
A swi A sw2 A sw3 (—v\/\
.
L1 U1
VAR //'O
Vdc U
1o N L
L3 u3
%% ~)
&
%+ swe 2+ sws Control .
' N A Logic A sw4
Vde Limiter
— Ua
Jan - — (e
() Kp )
+
V*dc
+ I1ref |1
o=
I1ref-11
12ref-12 o
ref- i 2
Base Drive —"83
13ref-13 Control | g4
h—> Logic —=—g5
—=g6

Fig. 6.7. Control of the PWM line side converter in the abc reference frame.
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The line current vector is given by,
i=|ir|. (6.5)

The line-to-neutral switching functions are balanced and are represented by their
fundamental components only.

SWi () = S sin(wt — ©),
SW,(t) = Sy sin(wt — @ — 120), (6.6)
SW5(t) = Sy sin(wt + 120° — ©).

Therefore, the converter synthesized line to neutral voltages can be expressed as,

1
Vi = EvchI sin(wt — ©),

1
Vo = EVchl sin(wr — 120° — ©), (6.7)

1
Vg = 5vdcs1 sin(wt + 120° — @).

Equation (6.7) shows the converter synthesized voltages. Vg, represents the dc link
voltage. In the time domain, the fundamental components of the three phase line
currents are given by,

i1() = I sin(wt — ¢1),
ir(t) = I, sin(wt — 120° — ¢), (6.8)
i3(t) = I sin(wt + 120° — ¢).
By combining Egs. (6.3), (6.6) and (6.8) the current /y(¢) is obtained and given by,
Io(t) = Iy sin(wt — ¢1)S; sin(wt — ) + I sin(wr — 120° — ¢1) S,
x sin(wt — 120 — ©) + I, sin(wr + 120° — ¢1) S sin(wr + 120° — ©).
(6.9)

By using a trigonometric identity, /y(f) becomes,

3
Iy(®) = EIISI cos(® — ¢1). (6.10)

Since the angle, (® — ¢1) is constant for any set value of the power factor, the dc
current, /y(?), is proportional to the magnitude of the line current, /; () and so is the
dc link voltage, V.. For unity power factor control, angle ¢; is equal to zero.
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The dc link voltage V. is given by,
(Vacret — Vae) = K. (6.11)

Figure 6.7 shows that the dc bus error (Ve rer — Vac) 1s used to set the reference
for the line current magnitude. The line voltage, U,,, is multiplied by the dc bus error
and it becomes a reference for the input current in phase 1. The reference value for
current in phase 2 is phase-shifted by 120° with respect to the current in phase 1
since this section considers control under balanced operating conditions. Since the
sum of three input currents is always zero, the reference for current in phase 3 is
obtained from the following equation,

B3ref () = —i1ref () — I2rer (7). (6.12)

The line currents, i) (), i (f), i3(¢) are measured and compared with the reference
currents, i ef (¢), i2ref (), i3rer (f). The error is fed to a comparator having a prescribed
hysteresis band 2A 1. Switching of the leg of the rectifier (SW1 off and SW4 on)
occurs when the current attempts to exceed a set value corresponding to the desired
current ir + Al. The reverse switching (SW1 on and SW4 off) occurs when the
current attempts to become less than i,y — Al. The hysteresis controller produces
a very good quality waveform and is simple to implement. Unfortunately, with
this type of control (hysteresis controller) the switching frequency does not remain
constant but varies along different portions of the desired current.

6.4.2 Control of a line side converter in d-q reference frame

Control of the line-side converter in d-q reference frame is shown in Fig. 6.8.> In
synchronous reference frame d and g components of the line voltages are given by,

i

Uy =ty — Riy — L% + wLi,, (6.12.1)
. di, .

ug = ujy — Riy — LE — wlLiy, (6.12.2)

where L, R are grid inductance and resistance, respectively, and u;,, u;q are d and g
components of the inverter synthesized voltage.

3

P = Suaia, (6.12.3)
3.

0 = Zugiy. (6.12.4)

2
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Fig. 6.8. Line side converter control in d-¢q reference frame.

From Egs. (6.12.3) and (6.12.4) it follows that the active and reactive power control
is achieved by controlling d and g components of the line currents. The active
power is instantaneously transferred to the grid via inverter by controlling the d axis
current i;. As shown in Fig. 6.8, the outer dc link voltage controller is used to set the
reference for the current i,;. The reactive power is controlled by setting the reference
for the ¢ axis current.

6.5 Line Side Converters under Unbalanced Operating Conditions

Unfortunately, the features that PWM converter offers are fully realized only when
the grid voltages are balanced. Under an unbalanced grid voltages there is a dete-
rioration of the converter input and output characteristics. The imbalance in grid
voltages may occur frequently, especially in weak systems. Non-uniformly dis-
tributed single phase loads, faults or unsymmetrical transformer windings could
cause imbalance in the three-phase voltages both in magnitude and in phase.
Regardless of the cause, unbalanced voltages have a severe impact on the perfor-
mance of the PWM converter. Actually, the huge harmonics of lower frequencies,
not present in the PWM switching functions appear at both the input and output
ports of the converter. The problems include a significant distortion in line current
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waveforms and increase in the dc capacitor ripple current and voltage. These addi-
tional low frequency components cause additional losses and should be considered
in the filter design of these converters. An analysis of the PWM converter under
unbalanced operating conditions will be presented next. Special emphasis is given
to the evaluation of control method for input output harmonic elimination of the
PWM converter under unbalanced operation conditions. The proposed technique
maintains a high quality sinusoidal line currents and dc link voltages even though
the grid voltages remain unbalanced. In addition, severe unbalanced operating con-
ditions have been considered. Under severe fault conditions in the distribution
system, not only line voltages, but also line impedances must be considered as
unbalanced. The generalized control method maintains high quality line currents
and dc link voltage with adjustable power factor under severe fault conditions is
described.!”

6.6 Analysis of the PWM Converter under Unbalanced
Operating Conditions

The unbalanced input voltages cause an abnormal second harmonic at the dc link
voltage which reflects back to the ac side causing the third-order harmonic current
to flow. Next, the third harmonic current causes the fourth-order harmonic voltage
at the output, and so on. This results in the appearance of even harmonics at the dc
link voltage and odd harmonics in the line currents. These additional components
should be considered in the filtering design of these converters. The dc link current
Iy of the matrix converters is a function of the converter transfer function vector T
and the line current vector i and is given by,

Iy =Ti. (6.13)

The converter transfer function vector T is composed of three independent line to
neutral switching functions and is given by,

T=[SW, SW, SWs]. (6.14)
The line current vector is given by,
i

i=|i|. (6.15)
i3
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The line to neutral switching functions are balanced and can be represented only by
their fundamental components.

SWi(t) = S sin(wt — ©),
SWy(t) = S; sin(wt — © — 120%), (6.16)
SWs(t) = S; sin(wt + 120° — ©).

Therefore, the converter synthesized line to neutral voltages can be expressed as,
1 .
Vi = Evdcsl sin(wt — ©),
1
Vi = 5 VaeSi sin(wr — 120° — @), (6.17)
1 ) 0
Vi = EVdCSI sin(wt 4+ 120" — ©).

The equation shows that the converter synthesized voltages will always be balanced
when the switching functions are balanced. For this reason, there will be no negative
sequence voltage component present at its terminals. It follows that the line currents
are unbalanced and given by,

I 1 1 I°
L =1 & al|IT], (6.18)
I; 1 a & I~

where I°, I, I~ are 0, positive and negative sequence currents.

Since I} + I, + I; = 0, the zero sequence current never flows in this circuit.
°=0.

The line to neutral voltages are unbalanced and given by,

U, 1 1 1 U’
Uy |=1|1 & a u+|, (6.19)
Us 1 a & U~

where U°, U+ and U~ are zero, positive and negative sequence line voltages. In the
time domain, the fundamental components of the three phase currents are given by,

i1(t) = I sin(wt — ¢1), i(t) = I sin(wt — 120° — b7),
i3(t) = I sin(wt + 120° — ). (6.20)
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According to Eq. (6.13), the dc output current /y(¢) is given by,
Iy(H) = I, sin(wt — (pl)S1 sin(wt -0+ 1 sin(wt — 1200 — (pz)
x Sy sin(wt — 120 — ©) + I3 sin(wt 4 120° — ¢3)S; sin(wz + 120° — ©).
(6.21)

By using a trigonometric identity, /y(f) becomes,

1
() = 51151 [cos(® — @) — cosRut — O — ¢;)]

1
+ 51251 [cos(® — @) — cosQwt — 240° — © — ¢y)]

1
+ 51351 [cos(® — ¢3) — cos(Qwr + 240° — © — ©3)]. (6.22)
The dc link current consists of a dc and a harmonic current.
Io(1) = lgc + Isn Cwi), (6.23)

where I, (2wt) is the second-order harmonic current and is given by,

Si1 LS
I Qui) = —% cosQut — O — @) — % cosQut — 240° — @ — @)

IS
- %[cos(2wt +240° — ® — g3)]. (6.24)

Therefore, the dc link voltage will also contain the second-order harmonic, which
will reflect back to the output causing the third-order harmonic current to flow.
The third harmonic current will reflect back to the input causing the fourth-order
harmonic to flow. As the literature indicates,?! even harmonics will appear at the
input and odd at the output of the converter under unbalanced voltages. The second-
and third-order harmonics are of the primary concern.

6.7 Control Method for Input-Output Harmonic Elimination
of the PWM Converter under Unbalanced Operating Conditions

Recently, Stankovic and Chen'” proposed a generalized method for input—output
harmonic elimination of the three-phase PWM converters under unbalanced oper-
ating conditions. The method is related to harmonic elimination of the PWM Boost
type converters under severe fault conditions. Under severe fault conditions both
line voltages and line impedances have to be considered unbalanced.

The circuit in Fig. 6.5 is analyzed with unbalanced line voltages and unbalanced
line impedances. It is assumed that the converter is lossless. Harmonic elimination
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can be achieved by generating unbalanced reference commands for three line cur-
rents under unbalanced voltages and impedances. The following equations are
derived for unbalanced grid voltages U,, U, Us and unbalanced line impedances
Z1, 22, and z3. From the circuit shown in Fig. 6.5 it follows,

Va=U +z11, (6.25)
Vo =Us+ 22D, (6.26)
Vs = U; + 23105, (6.27)
L =—5L—I, (6.28)
S'=—(U I, + U, I, + U I), (6.29)
SW 1) 4+ SWol, + SW3l; = 0. (6.30)

Where U,, U,, Us, 11, I, I3, 21, 22, 23, Vi1, Vi, Vs, S, SWy, SW, and SW3 are
grid voltages, line currents, line impedances, synthesized voltages at the input of
the converter, apparent power and switching functions, respectively, represented as
phasors.

Equation (6.30) represents the condition for the second harmonic elimination.
Synthesized voltages Vi1, Vi, and Vi3 can be expressed as,

v
V= SW, 2\‘}%, 6.31)
1%
Vo = SW, 2«75’ (6.32)
Vdc
Vi = SWy—2 (6.33)
3 32«/5

where V. is the dc voltage.
By substituting Eqgs. (6.31) to (6.33) into Egs. (6.25) to (6.27) the following set
of equations is obtained,

U, = SW, 2‘3‘% —ul, (6.34)

Uy = SW, Voo _ 22D, (6.35)
232

Us = SW3& — 2313, (6.36)
232

L =—1L—1I, (6.37)

"= —(U I + Uy, + Uy Iy), (6.38)
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SWiIy + SWaol, + SW3l3 = 0. (6.39)

For given input power, S grid voltages, U;, U,, Us and line impedances z;, 2,
and z3, line currents, I, I and I3, can be obtained from the above set of equations.
By multiplying Egs. (6.34) to (6.36) by I, I, and I3, respectively, and adding them
up the following equation is obtained,

Uil + Uslh + Usly = —71 I — 2013 — 3313,
Vdc
22

The set of six equations with six unknowns, Egs. (6.34) to (6.39), reduces to
three equations with three unknowns.
By substituting Eq. (6.39) into (6.40) the following equation is obtained,

+

SWi I + SWal, + SWi13). (6.40)

Uil + Uslh + Usly = —71 1 — 2013 — 3313, (6.41)
I =—1L— I, (6.42)
S'=—U I + Uy L + Uy I3). (6.43)

Equations (6.41) to (6.43) represent a set of three equations with three unknowns.
By substituting Eq. (6.42) into Egs. (6.41) and (6.43), the following set of equa-
tions is obtained and given by,

U(-L — L)+ UL+ Ush = —z21(-hL — L) — I3 — 315, (6.44)
"= —(—UL-UL+UL+UL). (645
Equation (6.44) can be simplified as,
LU, = Uy + L(Us = Uy) = —(z1 + 22)[; — (21 + 23) 15 — 221115, (6.46)
From Eq. (6.43) current, I, can be expressed as,

_=S"— LUy - Uy)

I = 3 6.47
) T (6.47)
Finally by substituting Eq. (6.47) into Eq. (6.46),
—S" — WUy - Uy)
— Uy —U) + LU —U
T (U 1)+ I3(Us 1)
S 428" I(U; — Uy) + (U; — U))?
— (42 3(3* 1)*23<3 1)
U, —Uy)
—8" - L(U; - U
—(z1 + 22) 15 — 2z 3(Us 1)13, (6.48)

U, — Uy



Line Side Converters in Wind Power Applications 133

22 (U; — U} +2)(U; —U))?
|:_ Zl( 3 1) (Zl ZZ)( 3 1) +(Zl+Z3)] 132

U, - Uy (U5 — Up)?
U, —U)HU, - U 27, 8"
+|:(U3_U1)_( 3 *1)( 2>:< 1)_ *1 *
UZ_UI U2_U1
25*@1—rzg(0§-—Lﬁ)]l
* * 3
U, —U,)?

S Wr—Up | (a1+22)S7
U =Uy (U, =U))
Currents [, and /; can be obtained from Egs. (6.47) and (6.42).

Equations (6.42), (6.47) and (6.49) represent the steady state solution for line
currents under both unbalanced grid voltages and unbalanced line impedances. An
analytical solution represented by Eq. (6.49) always exists unless all the coefficients
of the quadratic equations are equal to zero.

=0. (6.49)

Critical Evaluation

The analytical solution that has been obtained is general. The only constraint that
exists, as far as the level of unbalance is concerned, is governed by constraints of
the operation of the PWM Converter itself.

The proposed generalized method for input—output harmonic elimination is valid
if and only if U;, z; # 0, where i = 1, 2, 3. In other words the solution exists for all
levels of unbalance in line voltages and impedances, except for cases where both
voltage and impedance in the same phase are equal to zero. Therefore, the maximum
level of voltage imbalance with balanced line impedances, for which the proposed
solution is still valid is given as,

U #0
U,=U;=0
Z1=Z2=Z3750-

The maximum level of imbalance in both line voltages and impedances for which
the proposed solution is still valid is given as,

Uy £0
U,=U;=0
21=0

2 #23 #0.

Based on the analysis of the open loop configuration presented above, a feed
forward control method is proposed. The line voltages as well as line impedances
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Fig. 6.9. Control of a line side converter under unbalanced operating conditions.

have to be measured as shown in Fig. 6.9. In Fig. 6.9, block “unbalanced detector”
is used to measure unbalanced voltages and unbalanced impedances. Based on this
information and a dc bus error, reference currents are calculated (block “calculate
1, I, I3) according to Egs. (6.42), (6.47) and (6.49) which become reference signals
for the hysteresis controller'® shown in Fig. 6.9. Only one PI controller is utilized,
which has been shown to be sufficient for good regulation. The proposed control
method is shown in more detail in Fig. 6.9.

6.8 Examples

Wind turbine with two PWM converters shown in Fig. 6.10 was simulated in
Simulink under balanced and unbalanced operating conditions.

Example 1

In this example control method shown in Fig. 6.8, under balanced grid voltages was
used in simulation.
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UTILITY
1 GRID
PM Generator U1

Vi -I-C L2 9

AN TN R

Wind urbine PWM machine side converter VSR PWM grid side converter VSI

Fig. 6.10. Wind turbine with two PWM converters.

The following parameters were used in simulation:

3 kW PM synchronous generator

The rotor speed w,, =77.78 rad/s

The electromagnetic torque 75 = 30 Nm

dc link capacitor C = 1 mF

Line inductances L = 10 mH

The grid voltages are balanced v,, = vp, = v, = 220V
The power P = 2318W, Q = 0.
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Figures 6.11 to 6.17 show rotor speed, electromagnetic torque, stator voltages,

stator currents, dc link voltage, grid side voltages and line currents for one wind

speed.

Rotor speed wm

80 r--------- [ [t [ r-- -

Z£ T R e il S

1l e e e e

wm(rad/s)

76 F - e e Y S

y I I e e

77 F---=-=-=-=--- R R R - - - - -

t(s)

Fig. 6.11. Rotor speed for one wind speed (Example 1).
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Fig. 6.12. Electromagnetic torque for one wind speed (Example 1).
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Stator voltage for one wind speed (Example 1).

Fig. 6.13.
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In this example the wind turbine system shown in Fig. 6.10 was simulated under

unbalanced
simulation.

grid voltages. The control method shown in Fig. 6.9 was used in the

The following parameters were also used in the simulation:

3 kW PM synchronous generator
The rotor speed w,, = 77.78 rad/s
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Figures 6.18 to 6.24 show rotor speed, electromagnetic torque, stator voltages,
stator currents, dc link voltage, unbalanced grid voltages and line currents for one
wind speed. In spite of unbalance in grid voltages, line currents do not contain low
order harmonics. This was achieved by using the control method shown in Fig. 6.9.

Rotor speed wm

80 ”””””” r-TT Tttt 5 |

1 1 1 1 1

l l l l l

79b-----o-- [ 1 A

l l l l l

1 1 1 1 1

Y . . L. L. J

Q l l l l l

g 1 1 1 1 1

g S S P P :

§ 1 1 1 1 1

l l l l l

76 ””””” r-TT Tttt 5 |

1 1 1 1 1

75po e o

1 1 1 1 1

l l l l l

74 1 1 1 1 J

0.05 0.1 0.15 0.2 0.25 0.3

Y(s)
Fig. 6.18. Rotor speed for one wind change (Example 2).
Electromagnetic torque Te

£
*
z
3
-

t(s)

Fig. 6.19. Electromagnetic torque for one wind speed (Example 2).
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Fig. 6.22. DC link voltage for one wind speed (Example 2).

Grid side voltage (Line-ground)
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Fig. 6.23. Grid side voltage for one wind speed (Example 2).
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Fig. 6.24. Grid side currents for one wind speed (Example 2).
Example 3

In this example the wind turbine system shown in Fig. 6.10 is simulated. The grid

voltages are u

nbalanced and the variable speed of a wind turbine is incorporated.

The grid voltages are unbalanced.

Van = 150400y, —120 = v, = 220 V£120.

Figures 6.25 to 6.30 show rotor speed, electromagnetic torque, stator voltage,
stator currents, unbalanced grid voltages and line currents. In spite of unbalanced

wm(rad/s)

Rotor speed wm
80

75

70

65
0.05 0.1 0.15 0.2 0.25 0.3

t(s)

Fig. 6.25. Rotor speed (Example 3).
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Fig. 6.26. Electromagnetic torque (Example 3).
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Stator voltage (Example 3).
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Grid side current
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Fig. 6.30. Grid side currents (Example 3).

voltages, line currents do not contain low order harmonics which was achieved by
using the control method shown in Fig. 6.9.

6.9 Concluding Remarks

In this chapter, operation of a line side converter used in variable-speed wind energy
conversion systems under balanced and unbalanced grid voltages was analyzed.
Control methods under balanced and unbalanced grid voltages were described and
simulated. It has been shown that the PWM line side converter can operate under
unbalanced grid voltages without injecting harmonic currents into the grid.
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This chapter discusses the effect of wind turbine wake eddies on overhead lines
(OHLs) and in particular tower lines close to wind farms. The overall effect of the
wake eddies would be to shorten the lifetime of OHL conductors by increased levels
of vibration and sub-span oscillations. Since the rapid growth in wind farms has
occurred in recent years only, it is likely that conductor fatigue damage has yet to be
seen in actual failures but is a potential future problem. The work reported here was
carried out on behalf of Scottish Power, a UK utility. It looks at the possibility of
conductor damage from wave eddies from a wave mechanics perspective, provides
a literature survey of relevant measurements in the field and describes the current
state of the investigation. The information in general indicates that the problem is
less severe at distances of 300 m from a 3 MW turbine. However, wind turbines are
proposed to be installed at just over falling distance (135 m) from the line and the
situation is therefore likely to be more severe.

7.1 Introduction

7.1.1 General

It has been known for many years that turbulence and wind enhancement and
reduction effects mean that wind turbines should not be installed within 2D (where
D = rotor diameter) of other turbines across the prevailing wind direction and 8D
along the prevailing wind direction, otherwise economic power loss and possible
blade problems can occur.! Turbulence intensity (which is defined as the relationship
of the standard deviation to the mean wind speed) is likely to be greater in the wake
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eddies of turbines than in classical air flow (flow over the terrain without the wind
turbine). It has also been suggested in a study in 1999,? that excitation of vibrations
in a power line is possible due to wake eddies from a wind turbine. At that time wind
turbines were much smaller machines than today. It was found that winds normal
to the line in the speed range 1 to 7 m/s are most likely to cause damage.

7.1.2 Damage potential

Overhead line (OHL) conductors can be affected by wind induced oscillations in
two basic ways:

High frequency (5-60Hz) vibrations caused by vortex shedding of the wind
flow downstream from the conductor (Aeolian vibration). This normally occurs on
single conductors at relatively low wind speeds (<5 m/s) normal to the conductor.
Amplitudes can be up to the conductor diameter and fatigue often occurs just within
the conductor clamp where a “forced” node is present.

Low frequency (~1 Hz) oscillations caused in bundled conductors. This is known
as sub-span oscillation and is caused by the wake induced by the windward con-
ductor(s) of the bundle inducing elliptical movements with amplitudes that can reach
the amount of sag in the conductor span or sub-span. It generally requires moderate
to strong winds (>8 m/s).

The first problem is likely to occur in the earth wire of the tower whilst the
other is common in quad or twin bundled phase conductors. The problem with the
wind turbine wake is that consecutive sub-spans may be in totally different wind
patterns. The basic situation is that overhead lines use vibration dampers on their
conductors in normal “classical” wind flow. Most of the problems due to vibration,
however, occur in relatively light winds and so a tower line would normally have
vibration dampers installed already and the additional presence of a wind turbine
would possibly require additional damping. With a wind turbine nearby there are
two basic wind patterns — the relatively undisturbed flow around but away from
the turbine blades and the disturbed flow (wave eddies) which passes through the
turbine blade envelope. This second area can bring about a major reduction in wind
speed when the OHL is downwind of the turbine. This means that for a higher
percentage of the time, the OHL conductors will be in an air flow of <5 m/s. This
may require the specified further damping for the conductors to survive. A second
feature is the boundary between the two air flows where turbulence will occur. This
will be at a frequency similar to the rotation speed of the turbine blades (0.5 to
1 Hz) but over a relatively short length of conductor (~50-70 m). This could mean
that, for a line with bundled conductors using spacers, one section (sub-span) could
be in a major turbulent flow whilst the next section may not be. This could cause
conductor damage at the spacer clamp. The investigation started by Scottish Power
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aimed to determine where and over what areas these two effects could be significant
for the OHL.

7.1.3 Reasons for concern

So there are strong concerns that the wake from land based wind farms can induce
damaging vibration or low frequency oscillations on overhead lines. This topic
has been discussed in many countries world-wide and Germany has put specific
recommendations for 132 kV tower and wood pole lines in their CENELEC NNAs
EN50341-3-4 and EN50423-3-4. These concern lines within 3D of a wind turbine.
Currently, the 3MW turbines being installed in the UK have rotor diameters of
around 90 m and the current UK government position is to install 7000 more wind
turbines by 2020 with 3000 land based.

7.2 Literature Survey and Review of any Modeling or Field Test Work

7.2.1 European Wind Energy Conferences (EWEC)
Smith

A paper by Gillian Smith of Garrad Hassan & Partners (UK)? presented at the EWEC
2006 in Athens in March, 2006, covered an advance wake model for very closely
spaced turbines. Although directed at determining the appropriate spacing for wind
turbines, it did provide a basic modeling and wind tunnel investigation of the wake
from a turbine. Figure 7.1 shows the wake of a single turbine in schematic form.
Although this paper concentrates on wake effects on wind turbines, it does
note that closely spaced turbines (2-4D apart) lead to significant reductions in the

Transition
region
I
Free stream
X Near region Far region
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rotor
Core region ——

Fig. 7.1. Wake from a single turbine.’
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horizontal wind velocity, reductions in turbulence intensity across the wake (see
Sec. 3 for an explanation of how turbulence affects OHL conductors) and changes
in the wind velocity profile across the wake. All these factors can lead to problems
for an OHL conductor at these distances.

Turbulence is generated by:

— Ambient effects
— Momentum gradients in the wake
— The rotor

In Fig. 7.1, the core region generally has stable but reduced wind speeds.
However, at the boundary of this with the near wake region there are major dis-
turbances from tip vortices. This combines with the free stream turbulence. The
core region is between 1 and 3D long. After this region, there is a narrow “tran-
sition” region before the far wake takes effect. In this area the ambient turbulence
dominates and the effect of other turbines can reduce wind speeds significantly. The
paper suggests that average wind speeds can be 9 to 13% lower at 8D from a row
of turbines.

The presentation associated with the paper gives wind velocity profiles at dis-
tances of 2.5D, 5D and 10D from a turbine. These are shown in Figs. 7.2 to 7.4. It
can be seen that for a 2 MW turbine with D = 80 m, a dip in wind speed occurs
over a width of around 100 m at 2.5D and over 200 m at 10D. The maximum dip
at 2.5D is a reduction in wind speed of over 60%, compared with 35% at 5D and
only 20% at 10D. The significance of this is that there will be an increase in the
periods of wind with velocities below 5 m/s in which region vibration effects occur.

Tip speed ratio = 4.0
X = 2.5 Rotor Diameters

U/Uo

03 : - . -
-1.50 -1.00 -0.50 0.00 0.50 1.00 1.50

Y-(rotor diameters)

e predicted ® measured

Fig. 7.2.  Wind speed reduction at 2.5D behind a wind turbine.?
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Fig. 7.3. Wind speed reduction at 5D behind a wind turbine.
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Fig. 7.4. Wind speed reduction at 10D behind a wind turbine.>

A further point is that adjoining sub-spans (distance between spacers on twin or
bundled conductors) could have substantially different wind speeds.

Turbulence

A paper by Wessel* calculated that turbulence factors behind 2MW turbines spaced
at 8.1D and 9.1D at between 5.8 and 7.2%. These are lower than the levels assumed
by Lilien.’ Jiminez® looked at eddy simulations and compared his calculations with
measurements at a Netherlands wind farm. He argues that the turbulence situation
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arises only in the area between the flow outside the wake and inside the wake where
the flow is significantly retarded (Fig. 7.5). He estimates that the wake effect is
significant at 8D and does not become completely negligible until 15-20D behind
the turbine. Practical measurements were made behind a wind turbine with a 30 m
diameter rotor with anemometers at 75, 165 and 200 m behind the turbine. The data
is shown in Fig. 7.6 in a horizontal profile at hub height. It can be seen that the
turbulence is quite high and wide at 4D but becomes narrower (10° angle from hub)
at 5.5D.

Figure 7.7 shows the same data as Fig. 7.6 but in a vertical configuration. The
characteristic changes dramatically between 2.5D and 4D. This is the effect of



Wake Effects from Wind Turbines on Overhead Lines 153

140E-01

1.20E-01

1.00E-01

e

ity
0y
£
/

DY

8.00E-02

8.00E-02

Turbulenc Intens

4.00E-02

2.00E-02 —

0.00E+00

-80 -80 -70 -80 -50 40 -30 -20 -10 O 10 20 30 40 50 60 70 80 90
Degrees
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moving out of the “near wake” zone. The turbulence then changes significantly
again between 4D and 5.5D, exhibiting the same narrowing of the wake effect zone.

Turbulence intensity remains high at hub height but only in a decreasing cone
angle (10° above and below hub height at 8D). At 4D the conical turbulence envelope
has an angle of over 30° around the hub height. The significance of this is in the
angle found in this data compared with that used in the Lilien paper® and aids
the knowledge of how far away from the turbine the overhead line is subject to
turbulence.

The horizontal and vertical widths of a significant wake decrease as the distance
from the turbine increases, but this decrease does not occur in a linear manner. The
data from these graphs has been put into an Excel spreadsheet and re-drawn as a
distance profile related to the spread angle.

7.2.2 North Rhine-Westphalian study

A study was initiated into the effect of wake eddies from wind turbines on overhead
lines by the North Rhine-Westphalian Administration. The results were published
in Elektrizitéits Wirkshaft.> The paper uses a mean wind speed of 7.7 m/s and looks
at the wind effects at 50 m height (assumed nacelle height) above ground. For an
average 400 kV tower, this point would be around 11 m above the average height of
the earth wire and 19 m above the upper phase conductors. It is interesting to note
that using an angle of 6° quoted in the paper for the angle, 8, shown in Fig. 7.8, the
lower edge of the wake for a GE Energy 1.5 MWsle turbine (nacelle at 61.4 m, rotors
80 m diameter)’ would reach the ground after 3D distance. This is in contradiction



154 B. Wareing
— ////
Wind Rotor o —
= [
= Iy
— .
= .
= _Of| '
= -
= T
= c T
- I
@
S —
= —
= S
LT I
o 1 2 3
Clearance x/D
Fig. 7.8. Cone of wake eddy.”
Table 7.1. Reduction in wind speed, additional turbulence intensity and damage potential
in the wake.
Damage potential
Distance Fall in wind Additional turbulence without wind with wind
(x/D) speed (Vy,/ V,) intensity (Zaqq) turbine turbine
1.5 0.4 5% 12 45
2.5 0.4 5% 12 45
3.5 0.5 5% 12 32

to the data measured in Sec. 7.2.1 but it is used to generate the recommendations
in the CENELEC standard EN50423-3-4. The paper estimates that in the center of
the wake the mean wind speed could be reduced to between 0.4 and 0.6 times the
classical air flow velocity. This is in agreement with other data.

The wind speeds relative to classical air flow velocity were estimated and are
shown in Table 7.1 as a function of distance. The worst conductor oscillation ampli-
tudes are observed at low turbulence intensity since this allows a steady laminar air
flow. Since there will always be some turbulence over a “normal” landscape (i.e., not
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a flat desert or expanse of water), a minimum value additional turbulence intensity
of I,qa = 5% has been assumed.

The table also includes a value for damage potential. This is defined as being
inversely proportional to time to fatigue failure of conductors. The paper states that
this has been evaluated assuming a linear degradation and use of the Cigré S-N
curve. The implications in this data and the damage potential values are that at
3.5D distant, the lifetime of the conductors at any height would be significantly
reduced. This does not equate with the final recommendations that OHLs would be
safe beyond this point.

The paper also does not attempt to determine at what frequency the wind induced
oscillations would be. It does imply that wind speeds in the wake of a wind turbine
are lower in comparison to classical wind speeds. If this pushes mean speeds of
7.7 m/s into the <5 m/s region then conductor vibration will increase. It is therefore
possible that OHLs will experience greater stresses due to oscillation generated
by eddies than when wind turbines are not present. This is excluding the problem
recognized by Lilien® about low frequency (<3 Hz) oscillations. Accordingly, this
means that even at a distance of 3D from the wind turbine rotors the damage potential
is greater than if the wind turbine was not there. The paper concedes that there will
be a shortening of the expected life span of overhead conductors in the wake of a
turbine even at 3.5D, but declines to be more specific, stating that line design would
affect the situation.

Two things can be noted from Figs. 7.9 and 7.10, which show the comparison of
measured and calculated wind speed and turbulence intensity from Stefanatos® in
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Fig. 7.9. Horizontal profile of the wind speed at the height of the rotor hub at a distance
of 2D.3
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EWES 1996. The first is that at 2D the turbulence is indeed at a peak at the interface
of the wake and the undisturbed air mass. This is at a width of 2 x tan 10° to 30°. The
wind speed drops to 0.45 of the classical flow at hub height center (in agreement
with earlier data) and is reduced over an overall width of 2 x tan 20° (where x = 2D)
or 116 m for an 80 m rotor.

In Figs. 7.9 and 7.10 the German parameters are:

Messung — measurement

Rechnung — calculation

Richtung — direction

relative Windgeschwindigkeit — relative wind speed
bezogene Turbulenzintensitit — turbulence intensity taken

Modeling and experimental data agree very well considering the normal fluctua-
tions in wind measurement. Figure 7.10 also compares very well with Fig. 7.3 which
is at a distance of 2.5D. There is some confusion between these papers whether they
are referring to D as the distance from the turbine or from the blade tip in its closest
position.

7.2.3  University of Liége paper®

Lilien gives the equation for the mechanical power from a wind turbine in watts:

1 3
P= EpaierV A
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where A is the swept area (m?),
V the wind speed (m/s),

C, the power coefficient,

Pair the air density (kg/m3 ).

He states that C, is around maximum (0.6) when the downstream wind speed
is 20 to 40% of the upstream wind speed. Data from Denmark indicates that the
minimum operational wind speed is 4 m/s and the average is 8 m/s. This implies
that for lines behind a stationary turbine, winds <4 m/s will go through mainly
undisturbed whereas wind speeds around the average will be reduced to around 2—
4 m/s. This will significantly increase the amount of time that an OHL downstream
of the turbine will spend in winds <4 m/s. As vibration in OHL conductors occurs
mainly below 5 m/s, a significant increase in the number of periods (not necessarily
intensity) of damaging vibration cycles will occur, leading to reduced conductor
lifetime before fatigue causes the conductor to become fatally weak and break at
the fittings. As the rotor speed is around 30 to 120 rpm, there is also the possibility
of low frequency oscillations at <3 Hz. Lilien looks at three areas:

— The frequency profile of the wind speed.
— The transient response of an OHL conductor.
— The consequences of low frequency oscillations on the OHL conductor.

The frequency response of the wind speed was found to be mainly below 0.1 Hz
with very little energy above 1 Hz in the turbulent flow. The wake size downstream
of the turbine was estimated to expand at an angle of around 3°, about half the value
used in the North Rhine-Westphalian study.

Lilien then looked at the OHL response based on a 32 mm diameter, 61 strand
ACSR conductor with a weight of 1.7 kg/m. There is no exact equivalent in the UK
sizes but this is equivalent to a 500 mm? conductor. An undisturbed wind speed (10
minute average) of 20 m/s was used which effectively reduced to 10 m/s downstream
of the turbine. Based on a 200 m span and a sag of 2.8 m, conductor oscillations of
up to 150 mm amplitude (5 x diameter) at 0.5 Hz were calculated from SAMCEF
software. The conductor tension was 28.6 kIN. Lilien then used the basic Cigré fatigue
expressions which relate the total number of cycles of vibration before 10% of
the strands suffer fatigue failure.®~!' The bending constraint at the failure point
(normally a few mm into the clamp) is obtained from the standard Poffenberger—
Swartz formula. This shows that the damage potential is directly related to the
conductor diameter, the frequency, amplitude and the square root of the mass. Using
the data provided the maximum number of cycles to failure was estimated at 8.10°
when one would generally expect values 100 times this figure. The actual lifetime
depends on how much time the line spends in such conditions (the wind direction
and speed will have an effect) butitis certainly a low enough figure to cause concern.
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In this paper, Lilien® did not consider the increased Aeolian vibration levels due
to the wind speed reduction downstream. This is discussed later in this chapter. In
order to obtain the effect of this, the data from the other papers can be applied to
the locally measured wind profile at any particular OHL site (or close to) with no
turbines present.

7.2.4 Data comparison

Comparing the Stefanatos® and Jiminez® data, both give turbulence intensity at hub
height against the angle of the measured/modeled point from the turbine. Figure 7.11
shows that turbulence intensity can be significantly high (50% above the undisturbed
flow) at 4D over an angular width of 30° (equivalent to around 170 m for an 80 m
blade). However, at 5.5D the effect is negligible. The Stefanatos measured data at
2D looks fairly close to the Jiminez data and so the Stefanatos wind data (shown in
the same figure) should be trustworthy.

The wind data at a distance of 2D shows a major reduction (>50% on the
undisturbed flow) over an angle of 15° (around 43 m for an 80 m blade) and a sig-
nificant reduction (>30° on the undisturbed flow) over an angle of 25° (around
75m). It is necessary here to decide how much of a reduction is significant in
increasing the amount of wind in the vibration region (<5 m/s) compared with
the undisturbed flow. If vibration dampers are required in normal undisturbed

Turbulence intensity at hub height v horizontal angle from Turbine
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Fig. 7.11. Comparison of the Jiminez data at distances of 2.5D, 4D, 5.5D and 8D with the
Stefanatos data at 2D for turbulence intensity against angle from the turbine.
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Fig. 7.12.  Vertical turbulence intensity against angle from hub.

flow then how much more damping is required if the average wind speed is
reduced by 30% or 50%. This will require some basic validation in order to
make sure that the wake-induced frequencies are fully damped out by the damping
system.

A second feature is the height at which these wind effects occur. Jiminez®
has measured vertical wind profiles (Fig. 7.7). Figure 7.12 looks at these in more
detail.

Noting from the previous data that there are likely to be problems up to turbine-
OHL distances up to around 4D (320 m for an 80 m blade), the turbulence is 30%
above background at 61.4 x (1 —tan 10°) = 50.6 m above the ground (approximate
height of an L6 tower) and 11% above background at a height of 36 m (approximate
height of the upper phase on an L2 tower). The turbulence width at this level would
be around 270 m. The middle phase on an L12 tower is around 31 m which would
have an increase in turbulence intensity of around 8%. However, looking at the data
for a distance of 5.5D, the turbulence width drops down to virtually zero and the wind
reduction (from Smith?) is around 30% over a width of around 40 m and 20% over
a width of around 60 m. It appears, therefore that whilst turbulence (low frequency
effects) is significant around 4D, it virtually disappears by 5.5D. The main effect
will then be wind reduction over a limited width of 20-30%. This may still require
additional vibration dampers.
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7.3 Effect of Wind Speed and Turbulence on Overhead Lines

7.3.1 Wind speed

Low wind speeds (<5 m/s) tend to cause overhead line conductors to vibrate at
frequencies up to around 60 Hz. The damage done to the conductor by repeated
bending close to and just within clamping systems has been well documented by
Cigré and the limits of endurance are calculated according the number of cycles at
specific stress levels, i.e., the S-N (or Wohler) curves.'!"1? The movement changes at
higher wind speeds, from this low amplitude (~ conductor diameter), high frequency
vibration to a high amplitude (~ conductor sag), low frequency (<3 Hz) oscillation
known as galloping. In the wind turbine case any increase in the frequency of
low speed winds normal to the line could significantly reduce the lifetime of the
conductor by leading to fatigue failures in the clamp region. Figure 7.13 shows
that vibration amplitudes peak at wind speeds of around 1-2 m/s and are almost
insignificant at wind speeds above 4 m/s.

Figure 7.14 shows the same conditions close to a clamp or fitting. The forced
“node” causes the amplitude peak to move to between 2 and 3 m/s wind speeds but
the damage effect is still insignificant above 5 m/s wind speed.

Cigré calculations on conductor lifetime are based on vibration monitor data and
the S-N curve in the range of normally present wind speeds in the area. If this range
of wind speeds is significantly altered then the lifetime could be affected. Changing
from a scenario of a “normal” spread of wind speeds with only a small proportion
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Fig.7.13. Vibration amplitude against wind speed.®
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Fig.7.14. Bending angle and strain in a conductor against wind speed (Courtesy: Pfisterer).

below 5 m/s to a regime where this proportion is significantly increased is likely to
increase damage levels in the OHL conductor. The amount can only be determined
by monitoring the vibration levels for a period long enough to be typical (normally
around 3 months).

7.3.2 Turbulence

Turbulence occurs when objects disrupt the normal laminar flow of wind in the area
of the (in this case) OHL conductor. Turbulence occurs naturally close to the ground
due to the presence of trees, hedgerows, houses, etc. It is normally classified in five
types (0 to 4) according to terrain types in IEC standards (Table 7.2). In the UK,
the most common terrain type is 2—3 where trees and isolated houses disrupt the air
flow in the lower 50 m or so height above ground level.!?

Table 7.3 translates these terrain factors into turbulence factors. Obviously more
turbulence means less consistent flow over a conductor and so less vibration.
The conductor movement becomes erratic and not regular and this is less
damaging.

Cigré data'* indicates that a reduction of turbulence from the 15-22% range to
8% can increase vibration levels by up to 20% and thereby have a significant effect
on conductor life. In some countries where snow cover is present on hills for long
periods during the winter, the terrain roughness can reduce from a typical type 2 to
type 1 terrain.
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Table 7.2. Terrain categories.

Terrain category Terrain description

0 Smooth, flat terrain

1 Open, flat, no trees, no obstruction or near/across water or desert,
SNOwW cover

2 Open, flat rural areas with no obstructions and few and low
obstacles, e.g., farmland

3 Open, flat or undulating with very few obstacles, e.g., open grass
or farmland with few trees, hedgerows or other barriers, prairie,
tundra.

4 Built-up areas with some trees and buildings, e.g., suburbs, small
towns, woodlands and shrubs, broken country with large trees,
small fields with hedges.

Table 7.3. Turbulence intensity against terrain roughness. '3

Terrain Terrain Turbulence Turbulence
factor description (%) intensity
1 Open water or desert, Snow cover, no trees, no 8 0.11
obstructions

2 Open, flat rural areas with no obstructions and few 15 0.18
and low obstacles

3 Open, flat or undulating. Low density housing, 22 0.25

open woodland with hedgerows and small trees,
prairie, tundra.
4 Built-up areas with some trees and buildings, e.g., 30 0.35
suburbs, small towns, woodlands and shrubs,
broken country with large trees, small fields with
hedges.

7.3.3 Vibration damage
General

Overhead line conductors may be subject to severe Aeolian vibrations arising from
the alternating forces caused by vortex shedding. The conductor vulnerability to
damage increases with conductor tension and this damage generally occurs at sus-
pension or damper clamps where the conductor is forced into a node.'> This can
result in many bending cycles of high enough amplitude to initiate fractures in the
conductor strands. Once these develop sufficiently (normally about 1/3 diameter)
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the strands tend to break under elastic tensile stress. To avoid this scenario, the his-
torical technique has been to limit the conductor tension to below a specific value
related to the conductor material.

The fatigue behavior of stranded conductors is highly complex. It does result from
dynamic stresses developed by the alternate bending of the conductors at clamps but
the effects of these stresses are highly aggravated by fretting at interfaces between
the strands themselves or between strands and clamps. A thorough review of this
whole issue is presented in Chap. 2, “Fatigue of Overhead Conductors” of the EPRI
Transmission Line Reference Book, Wind-Induced Conductor Motion.'°

The fatigue characteristics of stranded conductors are highly scattered. Hence,
a statistical treatment to conductor fatigue test data has to be applied to get a
better quantitative insight into the phenomenon. The results take the form of fatigue
endurance curves (the so-called S-N curves).

Test data'® together with the corresponding log-mean S-N curve and the 95%
confidence interval have been presented.!” Safe limit lines for both multi-layer and
single-layer ACSR conductors were also proposed by Cigré Working Group 22.04.'2
Identified as safe border lines, they are also expressed in terms of stress as a function
of number of cycles to strand failure. Figure 7.15 depicts the log-mean S-N curve
and the safe limit line!” as well as the Cigré safe border line corresponding to multi-
layer ACSR conductors. It may be appreciated that the Cigré safe border line is not

40

Log - mean S-N curve ~~.

***** Safe limit line as per this paper
— — CIGR Safe Border Line

O \\\\\H‘ \\\\\H‘ T T TTTT

1 10 100 1000
Megacycles to failure

PS stress relative to bending amplitude (MPa)

Fig. 7.15. Fatigue characteristics of multi-layer ACSR relative to bending amplitude.
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really safe as it stands well on the right-hand side of the safe limit line derived from
the paper.!” It actually lies close to the log-mean S-N curve at the lower stress levels,
which translates into a probability of survival of 50% only.

Assessing vibration severity

There are two ways of evaluating vibration severity:
Comparing the maximum bending stress with the fatigue endurance limit of the
conductor.

Miner’s rule"

The first method assumes that, as long as the fatigue endurance limit is not reached,
then the conductor will last forever! The second method is more commonly applied.
Here, the accumulation of fatigue damage over a conductor lifetime (calculated
to first strand breakage) is evaluated against conductor type. This leads to the
expression:
D i (7.1)
L N, ; .

where D; = total damage per year

n; = number of cycles at a stress level, o;, during one year

N; = number of cycles to failure at stress, o;.

Dy = 1 is the end-of-life situation. The value of o, is dependent on the vibrational
frequency ( f) and amplitude (Y ) For AAC and ACSR conductor D, is proportional
to f% and Y7. The frequency (f) is directly related to the wind speed by the Strondal
expression:

St = fD/V, (7.2)

where V is the wind speed.

Cigré method

The Cigré method'® of determining a conductor lifetime is based on a combination
of the vibration amplitude, the frequency at which the various amplitudes occur and
the total number of vibration cycles. This has been evaluated for the most common
conductor types (ACSR, AAAC, etc.) and has resulted in the “safe” borderline S-N
(stress against number of cycles) curve as shown in Figs. 7.15 and 7.16. The Cigré
“safe” borderline is thus applicable to all stranded conductors and all types of clamps.
It is given by:

oF = C x N*
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Fig. 7.16. Typical S-N curve showing the 50% failure probability limit for conductor
vibration.

where

or is the dynamic stress (N/mm?) at the frequency, F in Hz,

N is the number of cycles to failure
and

C=450, z=-0.2, forN<2x10,
C=264, z=-0.17, forN>2x10.

As mentioned, this curve represents the 50% probability of failure and the measured
S-N curve for a conductor should be well to the left of the curve in the “safe area”.
After monitoring the above parameters as well as meteorological data over a specified
test period, the basic vibration performance is extrapolated to provide a life time
value for the conductor at the specified tension level.

7.3.4 Modeling Aeolian vibration

The energy put into the conductor by vortex shedding can be balanced in the con-
ductor damping to result in a steady state oscillation with a range of amplitudes
and frequencies. Conductors possess self-damping properties where small relative
movement between the strands loses energy by frictional effects. This has been
applied to similar strand conductors, such as AAC (All Aluminium) and AAAC (All
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Aluminium Alloy) and also to dissimilar strands, such as in ACSR (Aluminium Con-
ductor Steel Reinforced).!” Energy can also be removed by spiral vibration (SVD)
and Stockbridge (SD) dampers.

The Aeolian excitation power, P, is normalized by:

P 1 Y
Z'f3D4 = fn (B) , (7.3)
where f is vibration frequency, Y is the anti-node amplitude.
A further Aeolian excitation factor, #, is introduced where:
n= P/W.E, (7.4)
where E is the kinetic energy of transverse vibration in the span. The factor is
normalized by:

2M 75
=0 (7.5)
where p,;; is the air density. Aeolian vibrations are related to the normal component
of the wind intensity of turbulence, /,, and so 7, can be expressed as a family of
curves of Y/ D for specific values of /,. Combining these with the terrain factors, a
family of curves that allow the safe working tension to be determined can be obtained.
These allow the correct type and/or number of SD dampers to be recommended.

7.4 CENELEC Standards

7.4.1 EN50341

EN50341 (2004) is the European CENELEC design standard for OHLs operated
above 45k V. Germany has put the following paragraph as §5.4.5 DE.2 in their annexe
ENS50341-3-4 2004:

5.4.5 DE.2 Clearance to wind energy converters

Between the rotor blade tip of the wind energy converter in the most unfavorable
position and the closest conductor of the overhead line in still air the following
clearances shall be obeyed:

e More than or equal to three times the rotor diameter if the conductors are not
damped against wind induced vibrations.

e More than one times rotor diameter if the conductors are damped against wind
induced vibrations.

e Ifitis ensured that the overhead transmission line is outside the wake of the wind
energy converter and the distance between the rotor blade tip in the most unfa-
vorable position and the closest conductor is more than one times rotor diameter,
it is possible to avoid the damping of the conductors.



Wake Effects from Wind Turbines on Overhead Lines 167

Furthermore, the rotor blade tip is not allowed to project over the right of way along
the overhead line.

The above clause refers to “wind induced vibrations” and is rather open in
stating that damping should be provided. It is standard practice to damp OHL
transmission conductors against Aeolian vibration. The devices commonly used are
Stockbridge dampers and spacer dampers. These dampers are efficient only within
specific vibration bands — typically around 30 and 60 Hz depending on the damper
and conductor. What is not clear in this standard is whether additional damping
because of the presence of the wind turbine is required. It also does not refer to any
low frequency oscillations.

7.4.2 EN50423

EN50423 (2004) is the European CENELEC design standard for OHLs operated
below 45kV. Germany has put the following paragraph®® as §5.4.5 DE.2 in their
annexe EN50423-3-4 2004:

5.4.5 DE.2 Clearances to wind energy converters

In addition to the clearances specified in EN 50341-3-4, Clause 5.4.5/DE.2, the
following stipulations apply to overhead electrical lines less than AC 45 kV:

e The rotor blade tip shall not penetrate into the right-of-way of the overhead elec-
trical line.

e The clearances specified for overhead electrical lines exceeding AC 45 kV apply
also to overhead electrical lines less than AC 45 kV if they are installed on struc-
tures which are typical for overhead electrical lines for AC 110kV (see EN 50341-
3-4, Clause 5.4.5/DE.2).

If it is guaranteed that the overhead electrical line is situated outside the wake
of the wind energy converter, a horizontal clearance according to EN 50423-1,
Table 5.4.5.2 (overhead electrical line adjacent to buildings) shall be met between
the swung outermost conductor of the overhead electrical line not exceeding AC
45kV and the most unfavorable position of the rotor blade. The wake of the wind
energy converter is determined by its lower edge (see Fig. 7.8 earlier in this chapter):

—]’lzhhub—D/Z—O, 1x

where Ay, height of rotor hub above ground, D rotor blade diameter, x distance
from energy converter axis.
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Fig. 7.17. Example of 3D for undamped lines.?!

11>< otor diameterer [

Fig. 7.18. Example of 1D for damped lines.?!

7.4.3 German standard S(1) 14

Section S(1) 142! of the German standard covers wind effects from wind tur-
bines. Figures 7.17 and 7.18 come from this standard. No mention is given
concerning transmission tower heights and the figures merely confirm the paragraph
in EN50341-3-4.

In effect, this paper adds nothing to the current knowledge based on the North
Rhine-Westphalian Administration study.

7.5 Wind Tunnel Results

7.5.1 Wind tunnel tests using a model turbine

A wind tunnel was used to investigate the wave eddy and wind speed reduction
phenomena of a wind turbine over a range of wind speeds and modes of operation
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Fig. 7.19. The Milan Polytechnic wind tunnel and the model turbine.

and orientation.?? The tests were carried out at Milan Polytechnic which has a world
standard wind tunnels test facility (Fig. 7.19). The scale of the wind turbine model
used in the tests was 1:50, based on a Vesta V90-3.0MW turbine.?* Flow patterns
were measured at various distances from the turbine at different wind velocities.
Visualization techniques using fog and helium bubbles were also employed. Tests
were performed on the aeroelastic response a 1:50 model of a simulated OHL con-
ductor (Araucaria), reproducing the dynamic characteristics for a 400 m long span.
The motion of the cable was measured in 5 points along the line using infrared
cameras.

7.5.2 Wind speed and turbulence intensity tests
Turbulent flow

A series of tests were carried out for smooth and turbulent flow. Turbulent flow is
more significant for the practical aspects of the wind turbine/OHL interaction as
the turbulence intensity (TI) values will be comparable to those experienced at land
based wind farm locations.

Effect of wind speed

Figures 7.20 and 7.21 show the effect of wind speed (by changing the tip speed ratio
(TSR), higher TSR = lower wind speed) at tip height on wind speed and TI.

The wind velocity variation is lower in the turbulent flow (TF) condition than
smooth flow (SF). The percentage reduction in wind speed at tip height appears to
be independent of the wind speed. However, there is a significant drop in TT at tip
height at the higher wind speed. Effectively, therefore, an increase in wind speed of
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Fig. 7.20. Wind speed effect on wind profile at tip height in turbulent flow.
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Fig. 7.21. Wind speed effect on wind profile at tip height in turbulent flow.

33% before the turbine is reflected in a 30% decrease in T1 after the turbine. So, as
wind speed increases, the wind turbine effectively keeps a section of the OHL (equal
to the rotor diameter of 90 m) in a much lower, and possibly damaging, turbulence
intensity region. This is in fact contrary to what was seen in the smooth flow case. The
turbulence intensity base level at tip height is much higher than the value measured

at hub height because of the presence of the boundary layer vertical profile.
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Effect of height from ground

A comparison between the wind velocity profiles at 4 different heights from the
ground (hub height (HH), tip height (TH), 1/4 blade chord (1/4 C) and overhead line
(OHL)), is shown in Figs. 7.22 and 7.23 for one wind turbine operating condition
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—=—TF@2.5D; TSR=6; w=143 rpm; p=0.42 deg OHL
—5— TF@2 5D TSR=6; =143 rpm; p=0 42 deg TH
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Fig. 7.22. Effect of height above ground on wind speed profile at 2.5D in turbulent flow.
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Fig.7.23. Effect of height above ground on turbulence intensity profile at 2.5D in turbulent
flow.
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(TSR = 6; = 143 rpm, = 0.42deg) at a distance of 2.5D downstream the wind
turbine.

Due to the presence of the ground, a different reference wind speed has been
assumed to make the value non dimensional at different heights. In this manner a
value lower than 1 means a decrease in the mean wind speed if compared to the
incoming wind speed at the same height.

The wind speed profile is similar for all heights (apart from the 80 m height)
with the wake width around one blade diameter (90 m). The tip effect has virtually
disappeared in the turbulent flow. At 2.5D the turbulence intensity at 80-85 m above
ground is significantly reduced but at 35-40 m the drop is only around 30%. This
could be due again to the modification of the boundary layer profile because of the
presence of the wind turbine.

Effect of distance downwind of turbine

Figures 7.24 to 7.27 show how the wake structure along the wind direction by
comparing the mean wind speed and turbulence intensity profiles. These have been
measured at hub height (85 m) and at tip height (40 m) at 1.5D, 2.5D, 5D and 8D
downstream the wind turbine position.

The effects induced by the increase in the distance from the wind turbine are
clearly visible. In these turbulent flow (TF) conditions the wind speed drop at 1.5D
is significant (35%) but the values at 2.5D are lower and very similar of the 5D
ones (15-20%). At 8D the effect is very small. At tip height (close to earth wire
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Fig. 7.24. Effect of height above ground on wind speed profile at hub height in turbulent
flow.
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Fig. 7.26. Effect of height above ground on turbulent intensity profile at hub height in

turbulent flow.

height) there is little to choose between the values at 1.5 to 8D (~15%) but the
wake tends to spread out as the distance increases. Whilst there is little to choose
between the turbulence intensity values at hub height, there is a distinct increase in
turbulence intensity for the 5 and 8D distances compared to 1.5 and 2.5D. The
turbulence intensity at 40 m above ground (tip height) without the turbine present is
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Fig. 7.27. Effect of height above ground on turbulent intensity profile at tip height in
turbulent flow.

around 21%, so at 1.5/2.5D the turbulence intensity is dropping to half this value
and in the category 1 classification for H in the H/w scale for conductor vibration.
Under Cigré recommendations!? this would require a tension reduction of around
12% to maintain conductor lifetimes.

7.5.3 Scaled overhead line
Set-up

After the completion of all the above tests, a scaled aeroelastic representation of an
Araucaria conductor on a400 m span was set up. The model of an OHL was designed
and built in the same geometry scale of the wind turbine (1:50) and represents
an Araucaria conductor in terms of dynamic and aerodynamic characteristics. The
major parameters of the line are shown in Table 7.4. The line was fitted with reflective
spots along the central section and observed with no turbine present. Figure 7.28
shows the span position in relation to the turbine.

The tests were performed in turbulent wind conditions so as to more accurately
represent the real world. The dynamic response of the cable was studied by means of
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Table 7.4. Full scale Araucaria OHL

characteristics.

Span length 400 m
Maximum sag I5m
Diameter 37.3 mm
Number of strands 61

Wire diameter 4.14 mm
Aluminium equivalent area 700 mm?
Area full 821 mm?
Axial force 34 kN
Mass per unit length 2.7kg/m

TURBINE

CABLE ®

Fig. 7.28. Relative position of the turbine and the OHL model.

an optical system able to define the spatial motion of markers along the conductor.
The positions of the markers (labeled “a”, “b”, “c”, “d” and “e”) and the reference
frame adopted for the data post processing are shown in Fig. 7.29.

The runs were at wind speeds up to 20m/s, at 1.5 and 2.5D and at various line
heights, both with and without the turbine present. Recordings were made with
four video cameras. The video data is then processed to provide 3-D locations
for all the reflective dots and hence the line movement. The mechanical param-
eters of the model line. using the scaling rules of aeroelastic models’ are given
in Table 7.5.

The tower dimensions are shown in Table 7.6 together with the sag of the con-
ductors at the heights for a typical L12 tower in the UK. Since only a section of
the OHL is in the wake of the wind turbine, the height to be considered depends on
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Fig. 7.29. Markers and reference frame (dimensions in mm).

Table 7.5. Modeled mechanical parameters
of the Araucaria line.

Span length 8m
Maximum sag 315mm
Diameter 0.75 mm
Axial force 0.38N
Mass per unit length 1.1g/m

Table 7.6. Tower conductor heights.

Conductor Height at tower Minimum height Medium height
Earth wire 46.5m 345m 38.5m
Upper phase 42.1 mm 2lm 31lm
Middle phase 32.8 mm 17.5m 21.5m

the relative position of the OHL and the wind turbine. Average heights have been
therefore been used for each conductor during the wind tunnel tests and these are
shown in Table 7.6.

A special structural scheme was adopted using a steel wire with diameter of
0.3 mm to reproduce the cable stiffness and some plastic cylinders with a diameter
of 2 mm and a length of 25 mm to reproduce the mass and the aerodynamic properties
of the cable. The plastic cylinders contribute only to transmit the aerodynamic forces
and to add the correct amount of mass uniformly distributed along the structure
in order to have the correct reproduction of the modal shapes and of the natural
frequencies. The OHL aeroelastic model was positioned during the wind tunnel
tests downwind the wind turbine at a distance d = 1.5D or 2.5D and tests were
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performed for wind speeds of U = 1.4 m/s, 2.12 m/s and 2.8 m/s for the following
conditions:

— without wind turbine (H = 0.62 m ~31 m high)
— with the wind turbine at 1.5D (H = 0.62m ~31 m high)
— with the wind turbine at 2.5D (H = 0.62m (31 m), 0.77 m (38.5 m) and 0.43 m

(21.5m))

In Fig. 7.30, the mean y displacements (along the wind direction) of the 5 markers
are shown for different operating conditions at U = 2.12 m/s. It can be seen that:

1.

The displacements along the wind direction are considerably higher (over 5 m as
opposed to 3 m) when the wind turbine is put upwind the conductor model.

. Considering the 0.62 m (31 m) height of the OHL from the floor and two different

distances from the wind turbine, slightly larger displacements are recorded when
the conductor is closer to the wind turbine.

. Comparing results at d = 2.5D, the mean lateral displacement are significantly

larger when the OHL is at the lower height from the floor.

Looking at Fig. 7.31, it can be seen that:

1.

y [mm]

The oscillation along the wind direction approximately doubles in amplitude
when the wind turbine is put upwind the cable model.
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Fig. 7.30. Mean y displacement of markers at 2.12 m/s wind speed.
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. The worst case is again at the lowest height (equivalent to 21.5 m above ground)

at 2.5D where the amplitude is 300 mm equivalent amplitude (around 10x the
Araucaria diameter).

. Considering the same height of the OHL from the floor and two different relative

distances between the wind turbine and the OHL, larger oscillations are recorded
when the cable is closer to the wind turbine.

In Fig. 7.32 the standard deviation along the vertical z direction of the 5 markers
are shown for U = 2.12 m/s. It can be seen that:

1.

»

The oscillation along the vertical direction is more than double that without the
wind turbine.

The amplitudes are about 40% of the horizontal (windward) values.

Larger oscillations are recorded when the conductor is closer to the wind turbine.
The fluctuation of the vertical displacement are larger when the OHL is at the
lower height from the floor.

7.5.4 Concerns

The simulated OHL data appears to suggest that the German NNA in EN50341-3
is actually insufficient to protect their lines. The basic idea is that the wake will
flow over the lower profile 132kV (and wood pole) lines and so minimal vibration
protection is required. However, the Milan data indicates greater movement at dis-

tan

ces close to the ground — the lowest height considered being 21.5 m — which
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Fig. 7.32. Standard deviation of z displacement of markers at 2.12 m/s wind speed.

would raise concerns for 132kV lines as well as 275/400kV tower lines. There is
a distinct and significant increase in amplitude of the conductor movement when
the turbine is introduced and this is likely to be at the frequency of the rotor blade
movement — around 1-2 Hz. The limitations of the wind tunnel data include the fact
that sub-span lengths were not covered. However, the data raises sufficient questions
and concerns that field data is required to determine the extent of the problem more
accurately.

7.6 Comparison with Other Data

7.6.1 General

24 covered data from other sources in the

An initial investigation by Scottish Power
field and wind tunnels although none had looked at this specific problem except J-L
Lillien> and the German reviewers.?2! This section therefore picks out some of this

reported data and other work that has been located more recently.

7.6.2 Other wind tunnel data

Dahlberg? dealt with the sideways extent of the wake with distance from the
turbine. The wake edge is identified by the vortices from the blade tips and its
sideways motion by radial velocity sensors. A clear result was that the position
wake edge already, at 0.5D distance, moved out with respect to the blade tip. The
wake is first expanding, identified as a radial velocity directed outwards due to
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the effect of the reduction of speed through the turbine, but soon the entrainment
of flow from the free-stream to the wake takes over. The position corresponding
to 2D is probably when the radial velocity changes sign, i.e., the wake ceases
to expand but levels off before starting to contract. The vortex positions corre-
spond to a very high peak in the rms velocity values and a high velocity gra-
dient in the wake. They merge at a distance of 2 to 3D. Dahlberg observed, both
from the smoke visualization and from a spectral analysis,that this distance corre-
sponds with no free-stream turbulence. This basically contradicts earlier thoughts
that the wake kept expanding until fading out and combining with the free stream
flow.

Medici?® performed smooth and turbulent flow wind tunnel tests using a small,
2-bladed wind turbine model (blades 80 mm long compared with 900 mm in Milan).
All the data in the tests was freely provided by the Royal Institute of Technology in
Stockholm and one profile is shown in Fig. 7.33. This confirms the maximum spread
of the wake after around 2D but does indicate the wind flow changes by almost an
order of magnitude on a scale of less than a blade diameter at 1.5D. Another feature
of the data was the appearance of a low frequency fluctuation both in the wake and

0.9

0.8

0.3
0.2

0.1

Fig. 7.33. Medici profile. The scale is relative flow to free flow (U/U,).2°
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in the flow outside. This fluctuation was found both with and without free stream
turbulence.

7.7 Effect of Multiple Turbines on the OHL

This chapter has looked at the effect of a single turbine on a stretch of OHL. However,
wind farms require many turbines mounted as close as possible with regard to
economics, power efficiency and other factors. In particular, a wind farm can have
several turbine positions paralleling the route of the OHL. Such a situation would
apply an almost sinusoidal wind effect along the line. With wind farms often set
up with 2D between them normal to the prevailing wind and 4D along the wind
direction, it can happen that the turbines could be spaced around 2D apart along
the line. So velocity profiles could occur along each span such as that shown in
Fig. 7.34. Figure 7.35%" shows the two turbines separated by 2D and a third turbine
at which the power output is measured as it is traversed along and away from the
first two.

The configuration at several wind farms is that a string of turbines follow the
OHL route at falling distance (1.5D). The power output (which is related to the wind
speed at the third turbine) is seen to vary from 100% to 5% in a cyclical fashion at
a distance of 2D. Each unit on the x-axis is 1D (90 m for a 3 MW turbine) and so a
375 m span would be just over 4 units (—2 to 42) and suffer two complete cycles
overlaid with the 3 Hz rotor blade circulation frequency.

TN -
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10} o-wg\\‘u\g ’ g fg::%ﬁ ' .
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NRVERY,
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o

Fig. 7.34. Power output from a downstream turbine traversed in the spanwise direction at
2D and 10D downstream.?’
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-+

Fig. 7.35. Configuration for Fig. 7.34. Wind flow is from LHS.

7.8 Solutions

Possible solutions are:

1.

Halt all wind turbine installation closer than an agreed distance (minimum 3.5D)

from any tower line.

. Install extra and/or different damping mechanisms on susceptible lines and struc-
tures.

. Possibly changing the positions or use of spacer dampers as the length of sus-

ceptible OHL conductor may be critical.

More expensive solutions may include the use of anti-galloping conductors or

low profile towers.

At this stage it is not possible to speculate on other possible solutions until field data
has confirmed the possibility of damage to OHL conductors.

7.9 Summary

1. A Belgian paper had indicated that wind turbines could cause problems on
nearby OHL conductors due to oscillations from wake eddy effects.

2. German investigations have indicated that this is indeed a concern and rec-
ommendations were included in a national standard and CENELEC standards
EN50341 and 50423. These standards cover lines within 3.5 x D (305m
for a 3 MW turbine) of the turbine position. Damage potential was identified
but the effect on conductor vibrations and other oscillations were never fully
evaluated.



10.

Wake Effects from Wind Turbines on Overhead Lines 183

. The effect of the wake eddies are two-fold

a. A major reduction in wind speed occurs when the OHL is downwind of the
turbine, causing the OHL to be in damaging low wind speed conditions for
a higher percentage of their life time. This may require further damping for
the conductors to survive.

b. Turbulence will occur at a frequency similar to the rotation speed of the
turbine blades (0.5 to 1 Hz) but over a relatively short length of conductor
(~50-70 m) possibly causing cause conductor damage at the spacer damper.

. A literature survey of modeling and wind measurements showed that significant

wind reduction and turbulence can occur at 4D from the turbine but that this was
substantially reduced by 5.5D. This implied that the damage potential could be
worse than assumed in the German standard.

. Wind tunnel results show a maximum reduction of the mean values of the wind

up to 54% at hub height at 2.5D downwind of the wind turbine, in smooth flow
conditions.

. The velocity reduction becomes lower as the distance from the wind turbine

increases and at 8D reaches 20%. The global dimension of the wake is larger
than a rotor diameter due to the deflection of the incoming flow and can be
estimated as >1.5D up to 2.5D downwind of the wind turbine whilst it decreases
to <1D at 8D downwind.

. Comparing results at different heights, the cylindrical structure of the wake is

a zone of increased velocity before the profile reaches the undisturbed flow
velocity. This feature is present also at the OHL height, i.e., outside the rotor
area, probably due to interaction with the ground. This caused an increased static
deflection measured on the aeroelastic model of the OHL conductor positioned
behind the wind turbine compared with its behavior with no turbine present.

. The cylindrical shape of the wake and therefore the cylindrical distribution of

the zone of increased wind speed appear to lead to high aerodynamic loads on
the OHL.

. Results in turbulent flow have shown the largest reduction in the wind flow

velocity at 1.5D equal to 65%. Due to the large levels of turbulence intensity
already present in the incoming flow the variation of this parameter due to the
wind turbine interaction is less evident.

The simulated OHL data appears to suggest that the German NNA in EN50341-
3-4 is actually insufficient to protect their lines. The basic idea is that the wake
will flow over the lower profile 132kV (and wood pole) lines and so minimal
vibration protection is required. However, the wind tunnel data indicates greater
movement at distances close to the ground — the lowest height considered being
21.5 m — which would raise concerns for 132kV lines as well as 275/400 kV
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tower lines. There is a distinct and significant increase in amplitude of the
conductor movement when the turbine is introduced and this is likely to be at
the frequency of the rotor blade movement — around 1-2 Hz. The data raises
sufficient questions and concerns that field data is required to determine the
extent of the problem more accurately.
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This chapter presents calculations of the position of the sun as a function of
location, date and time. In addition, direct, diffuse and reflected components of
solar insolation on a tilted surface can be determined. This computational approach
is applicable to both thermal collection/conversion processes and photovoltaics
(PV). Although sun charts are widely used, there are situations where charts are
inadequate and precise computations are preferred. For example, consider fixed PV
modules atop residential or industrial buildings in which the value of the electricity
varies with date and time.

8.1 Introduction

Three energy conversion processes are normally associated with the sun':

(i) heliochemical — which is principally the photosynthesis process,
(i1) helioelectrical — which is commonly exploited in solar cells (i.e., photo-
voltaics), and
(iii) heliothermal — which is a conversion of sunlight into thermal heat as employed
within concentrating solar power (CSP) plants.

189
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In the case of the latter two methods, it is oftentimes necessary to calculate the
solar energy incident to the energy collection apparatus. This chapter describes
general-purpose computational approaches to determine optimal solar panel
positions and expected energy collection. Solar energy is dilute and intermittent.
Hence solar energy harvesting facilities have to be optimized to improve their eco-
nomic return. Although the solar irradiance is dilute, estimates are that the annual
extraterrestrial radiation to the contiguous U.S. is 4.43 x 10'¢ kWh.2

The fundamental goal of such calculations is to determine the solar insolation on a
given area, so solar collectors can be oriented to maximize collected energy. The total
incident solar energy on the collectors is a function of several variables — including
the day of the year, time of day, latitude, longitude, orientation of the collectors, and
atmospheric conditions. In general, one begins by computing angles based on the
particular day of the year, and then time of the day. This is followed by considering the
specific collector-panel surface position and orientation with respect to the incident
sunlight. The sections of this chapter are arranged with this procedure in mind.

8.2 Earth’s Orbit

The earth, as a member of the solar system, circles the sun once a year. The orbital
path of the earth around the sun, as shown in Fig. 8.1, is slightly elliptical and
not a perfect circle.>=> The imaginary plane of earth’s elliptical orbit is called
the orbital plane (also known as the ecliptic plane). The direction of earth’s orbit
is counterclockwise when the orbital plane is viewed from above the North Pole
(looking down at the North Pole).

The sun is slightly offset from the center of the ellipse. At perihelion, on January 3,
the earth reaches its closest approach to the sun of around 147.09 million km. The
earth is farthest from the sun at aphelion, on July 4, at around 152.10 million km.
On average, the earth is about 149.60 million km from the sun. The earth travels
about 940 million km during a year in its orbit around the sun.

In addition to orbiting the sun, the earth also spins, every 24 hours, on an axis
that passes through the North and South Poles. Looking down at the earth from
above the North Pole, earth’s rotation is counterclockwise, from the west to the east.
Earth’s axis is not perpendicular to the orbital plane, but is tilted at 23.45° to the
perpendicular. The Northern hemisphere tilts towards the sun during summer and
away from the sun during winter. The tilt of the earth’s axis and its motion around
the sun causes variation:

(i) inthe intensity and duration of sunlight received at different places on the earth,
which results in the seasons, and
(i1) in the apparent motion of the sun across the sky.
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Fig. 8.1. Earth’s orbit around the sun.

Four associated astronomical events are the vernal and autumnal equinoxes,
and the summer and winter solstices. During the March equinox (~March 21) and
September equinox (~September 21), the sun is directly over the equator and the
lengths of day and night are equal (~12 hours). During the June solstice, the sun is
directly over the Tropic of Cancer (23.45°N latitude), and thus at the equator, the sun
appears at its northernmost position (23.45°). In June, it is summer in the Northern
Hemisphere and the day is longer than the night; and it is winter in the Southern
Hemisphere and the day is shorter than the night. During the December solstice,
the sun is directly over the Tropic of Capricorn (23.45°S latitude), and hence, at the
equator, the sun appears at its southernmost position (—23.45°).

8.3 Solar Constant and Solar Spectra

The orbit of the earth is elliptical, hence the distance between the earth and sun
varies over the year, leading to apparent solar irradiation values throughout the year
approximated by®:

N
Iy=1 1+0.033 — % 360° 8.1
0 Sc[ + 005(365 X )] (8.1)
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Fig. 8.2. Extraterrestrial and photovoltaic reference solar spectra. The direct plus circum-
solar spectrum is the direct normal component of the 37° south global tilt (AM1.5) spectrum.
The diffuse component (not shown) is the difference between the two AM1.5 spectra. Data
are from Ref. 7.

where Ig¢ is the solar constant, and N is the day number of the year, with January 1
equal to 1. The amount of solar radiation, just above the earth’s atmosphere, mea-
sured in a plane perpendicular to the rays of the sun, is called the solar constant.
The solar constant generally accepted by the space community is approximately
1.3661 kW/m?. Solar radiation consists of several frequencies, in addition to visible
light.”8 The extraterrestrial solar spectrum is called the Air Mass Zero (AMO)
spectrum and is defined by the ASTM E490 standard.” The AMO spectrum is shown
in Fig. 8.2.

The spectrum of sunlight reaching the earth’s surface is affected by atmospheric
conditions and varies by location and time of day. The photovoltaic (PV) industry
accepts a standard spectrum for testing and rating PV devices. This standard (AM1.5)
spectrum is defined in the ASTM G173-03 standard'® for specific atmospheric con-
ditions on a south-facing surface tilted at 37° (i.e., the average latitude for the con-
tiguous USA). The selected conditions are considered an average for the contiguous
USA over a one year period.

8.4 Solar Angles!!12

The declination is the angular distance of the sun north or south of the earth’s equator.
The declination angle, 8, for the Northern Hemisphere (reverse the declination angle
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sign for the Southern Hemisphere) is'?
N +284
365

The earth is divided into latitudes and longitudes. For longitudes, the global com-
munity has defined 0° as the prime meridian which is located at Greenwich, England.

§ = 23.45°sin [ x 360°] . (8.2)

The longitudes are described in terms of how many degrees they lie to the east or
west of the prime meridian. A 24-hr day has 1440 mins, which when divided by
360°, means that it takes 4 mins to move each degree of longitude.

The apparent solar time, AST (or local solar time) in the western longitudes is
calculated from'*

AST = LST + (4 min /deg)(LSTM — Long) + ET, (8.3)

where

LST = Local standard time or clock time for that time zone (may need to adjust
for daylight saving time, DST, that is LST = DST — 1hr),
Long = local longitude at the position of interest, and
LSTM = local longitude of standard time meridian, which is

Long )
S .
15 round to integer

The difference between the true solar time and the mean solar time changes contin-

LSTM = 15° x ( (8.4)

uously day-to-day with an annual cycle. This quantity is known as the equation of
time. The equation of time, ET in minutes, is approximated by

ET =9.87sin(2D) — 7.53 cos(D) — 1.5sin(D)
(N —81)

365
Asillustrated in Fig. 8.3, there are several angles of interest in describing the position

where D = 360° (8.5)

of the sun at a particular time instant. The hour angle, H, is the azimuth angle of
the sun’s rays caused by the earth’s rotation, and H can be computed from Ref. 16:

. AST — 720 mins
"~ 4 min /deg

(8.6)

The hour angle as defined here is negative in the morning and positive in the afternoon
(H = 0° at noon).

The solar altitude angle (B;) is the apparent angular height of the sun in the sky
if you are facing it. The zenith angle (6,) and its complement the altitude angle (8;)
are given by

cos(6;) = sin(B;) = cos(L) cos(8) cos(H) + sin(L) sin(8), (8.7)
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Fig. 8.3. Important solar angles.

where L is the latitude (positive in either hemisphere) [0° to +90°]; § is the decli-
nation angle (negative for Southern Hemisphere) [—23.45° to 4+-23.45°]; and H is
the hour angle. The noon altitude is Sy = 90° — L + 6.

The sun rises and sets when its altitude is 0°, not necessarily when its hour angle
is £90°. The hour angle at sunset or sunrise, Hg, can be found from using Eq. (8.7)
when 81 =0

cos(Hg) = —tan(L) tan(§), (8.8)

where Hy is negative for sunrise and positive for sunset. The apparent sunrise
(apparent sunset) occurs earlier (later) than the value computed above since atmo-
spheric refraction bends the sunlight. In addition, since the sun is about 0.5° wide
as viewed from the earth, whether one considers the first appearance sunlight as
sunrise also plays a role. Absolute values of cos(Hy) greater than unity can occur in
the arctic zones when the sun neither rises nor sets. The length of a day is twice the
absolute value of Hy.

The solar azimuth, oy, is the angle away from south in the Northern Hemisphere
(referenced to north in the Southern Hemisphere)

cos(@)) = sin(B;) sin(L) — sin(é)’ 8.9)
cos(B1) cos(L)

where « is positive toward the west (afternoon), and negative toward the east
(morning), and therefore, the sign of «; should match that of the hour angle.

If 6 > 0, the sun can be north of the east-west line in the Northern Hemisphere.

The time at which the sun is due east and west can be determined from
o = 400 {180° — arccos [tan@) ]} , (8.10)
deg tan(L)
where these times are given in minutes from midnight AST.
Using the above equations, the apparent route of the sun through the sky can

be graphically represented by a sun path chart as shown in Fig. 8.4. The elevation
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Fig. 8.4. Elevation and azimuth angles of the sun at various dates and times during the
year for 33.4°N latitude.

(or altitude angle) of the sun is plotted against the azimuth for various times during
the year. This type of chart is typically used for shading studies. By plotting the
elevation versus azimuth of various obstructions like buildings, trees, and mountains
on the same chart, the days and times of potential shading can be identified.

8.5 Collector Angles

With knowledge of the position of the sun with respect to a particular location on
earth, the solar collector orientation may be determined. The collector angle (6)
between the sun and normal to the surface is

cos(0) = sin(B;) cos(B>) + cos(B1) sin(B) cos(a; — a3), (8.11)

where «; is the azimuth angle normal to the collector surface, and B, is the tilt angle
from the ground, as shown in Fig. 8.5. If 6 is greater than 90°, then the sun is behind
the collector. Some collector panel angles of interest are given in Table 8.1.

Given the collector angle, the total daily radiation to a surface is determined from
integrating the solar irradiance, [y cos(6), from sunrise to sunset. For a horizontal
surface, the collector and zenith angles are identical (6 = 6,). If the extraterrestrial
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Fig. 8.5. Solar angles on a tilted flat surface; diagram derived from Ref. 16.
Table 8.1. Solar collector angles of special interest.
Azimuth, oy Tilt, B2 0 Orientation

n/a 0° 90° — By Horizontal (flat)
— 90° varies Vertical wall
0° 90° varies South facing vertical

-90° 90° varies East facing wall

+90° 90° varies West facing wall
o] 90° — B4 0° Tracking system

irradiance were to reach such a horizontal panel, then the total radiation received is'’

Hg
Hy = f Ip[cos(L) cos(8) cos(H) + sin(L) sin(8)]%dH

Hg

= 1027T—4[COS(L) cos(d) sin(Hg) + Hgsin(L) sin(8)].
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In similar fashion, the total extraterrestrial radiation to an equator facing tilted surface
can be determined as

Hp = Ioé[cos(L — By) cos(8) sin(Hyg) + Hgsin(L — Bo)sin(8)],  (8.13)

where Hy is the time of sunset on the tilted surface
Hg = min[Hs, arccos(— tan(L — Bo) tan(4))]. (8.14)

The sunrise and sunset hours on a panel that is not facing directly toward the
equator are different when the collector is shadowed by itself. The collector panel
sunrise and sunset hours may be computed from'®

/2 _ 12
Hgsps = F min {HS, arccos |:ab * Zl b"+ 1j| } , (8.15)
a’*+1
where
_ cos(L) sin(L)
"~ sin(ap) tan(By) - tan(an)
[cos(L) sin(L) :|
b = tan(4) — = . (8.16)
tan(oy)  sin(ap) tan(B,)

[F—1)

For sunrise the negative sign of the leading “F” sign is selected, and for sunset this
sign is positive. The choice of sign with respect to the “+” sign depends on «;: if
sunrise is being calculated, the sign used is the same as that for a;; for sunset, the
sign is opposite to that of .

8.6 Solar Irradiance

As depicted in Fig. 8.6, there are three basic components to the solar irradiance on
a surface:

(1) direct (beam),
(i1) diffuse-scattered, and
(iii) reflected short wavelength (solar) radiation from other surfaces.

Solar irradiance is the amount of solar energy incident on a surface per unit time,
per unit area. The irradiance is typically expressed in kW/m?. Solar insolation is the
integration of the irradiance with respect to time, and may be quantified in kWh or
kWh/m?.

The direct normal irradiance at the earth’s surface is

Iy = Aexp (—ﬁ B ) (8.17)
Po sin(By)

6
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Fig. 8.6. Components of solar radiation.
where A is the apparent extraterrestrial solar intensity, B is the atmospheric

extinction coefficient (mainly due to changes in atmospheric moisture), and p/ po
is the pressure at the location of interest relative to a standard atmosphere, given by

p/po = exp(—0.0001184z), (8.18)

where 7 is the elevation in meters above sea level. The values for A and B are given
in Table 8.2. The direct normal radiation at sea level then is

—-B
Ipn(0Om) =Aexp[ - ] . (8.19)
sin(f1)
As noted earlier, calculation of the energy received must account for the position
of the panel relative to the sun. The direct radiation flux onto the collector is

Ip = Ipy cos(0). (8.20)

The diffuse-scattered radiation, also referred to as sky radiation, flux onto the
collector is

1+ cos
Ips = Clpn [%} , (8.21)
where C is the ratio of diffuse radiation on a horizontal surface to the direct normal
irradiation. The reflected, or albedo, irradiance for a non-horizontal surface may be

approximated by

(8.22)

Ipg = Ipyp(C + sin(B))) [ﬂ] ,

2
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Table 8.2. Apparent solar irradiation (A), atmospheric extinction coeffi-
cient (B), and ratio of diffuse radiation on a horizontal surface to the direct
normal irradiation (C) for 1964 in the Northern Hemisphere.!3

Date Day of Year A(W/mz) B C
Jan 21 21 1230 0.142 0.058
Feb 21 52 1215 0.144 0.060
Mar 21 80 1186 0.156 0.071
Apr21 111 1136 0.180 0.097
May 21 141 1104 0.196 0.121
June 21 172 1088 0.205 0.134
July 21 202 1085 0.207 0.136
Aug 21 233 1107 0.201 0.122
Sept 21 264 1152 0.177 0.092
Oct 21 294 1193 0.160 0.073
Nov 21 325 1221 0.149 0.063
Dec 21 355 1234 0.142 0.057

For the Southern Hemisphere: to determine A, divide the A value by Iy on the
date of interest, and then multiply it by I for half a year later (/g is computed using
Eq. (8.1)); similarly, for B and C, use the values six months after the date of interest.®

where p is the foreground reflectivity with some values given below

0 Surroundings condition

0.2 Ordinary ground or vegetation
0.8 Snow cover
0.15 Gravel roof

The total radiation flux, also referred to as the global irradiance, is then
Ite = Ip + Ips + Ipg. (8.23)

However, for concentrating solar power, only the direct component is of importance
since the mirrored surfaces are positioned to re-direct and concentrate the direct
beam sunlight; and at the mean sun-earth distance, the sun subtends an angle of
32 min. The intensity of the direct beam, as compared to the diffuse component,
can be seen in Fig. 8.7 for a collector tilted 33.4° (at latitude) in Phoenix, Arizona
where the direct beam constitutes 83% of the 7.1 kWh/m?/day of energy received
that day. Further illustrated in the graph is the increased energy collection made
possible by tracking the sunlight, which in this case increases the total irradiance to
10.6 kWh/m?/day.
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Fig. 8.7. Solar irradiance for a summer day for a collector tilted at 33.4° compared to
a panel utilizing dual-axis tracking. For the tilted panel, early in the morning and late in
the evening, the total irradiance is from the diffuse-scattered component, but during the
remainder of the daytime, the direct component provides the majority of the insolation.

Small variations in tilt from horizontal (££10°) and orientation from south (£20°)
do not reduce performance significantly.'> The overall annual incident energy for
tilts ranging from horizontal (0°) to vertical (90°) and collector azimuth angles from
south facing to west facing are presented in Fig. 8.8 for a latitude of 33.4°.

In some localities electricity pricing differs during the day, that is, higher rates
are charged during peak usage periods. Whereas maximum energy production
occurs for panels oriented directly south at a fixed angle near latitude, maximum
economic return depends on the electricity rate structure which may include dif-
ferent charges due to seasonal and time-of-use energy demand. In such situations,
fixed PV panels may be more optimally oriented to maximize power production
during on-peak times.!” The total annual return for electricity generation is
computed from

365

R=A Z/ n; () 1;(Hri()dt, (8.24)
i=1

where A is the active panel area; 7 is the overall conversion efficiency of the PV
system; /;(¢) and r;(¢) are the solar insolation and value of the electricity, respectively,
for the i-th day of the year at time ¢; and the integration is carried out over the hours
in which the panel is illuminated.
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Fig. 8.8. Annual incident energy as a function of collector position. The maximum
of 2528 kWh/m? occurs at a tilt of 29° and azimuth of 0°.

Not all the incident solar insolation is absorbed by a particular body. The emis-
sivity (¢) quantifies the energy absorption

Eaps = &surt ot (825)
Representative surface ¢ at solar energies'® include

e asphalt pavement: ¢ = 0.82 — 0.88.
e white (flat) paint: e = 0.12 — 0.25.
e red brick, tile, concrete: ¢ = 0.65 — 0.77.

8.7 Comparison to Measured Data

The solar energy received is also affected by varying atmospheric conditions. For
example, weather conditions — such as rain, wind, pressure, temperature, humidity
and pollution — inhibit the solar to energy conversion processes. Therefore, the
availability of long-term measured data can also be useful; however, such data are
typically acquired for a limited number of collector orientations.

For instance, solar radiation data for flat-plate collectors facing south are
available for Phoenix, Arizona, from 30 years of measured data, and are plotted
in Fig. 8.9 for a fixed tilt of 0° (horizontal) and 90° (vertical). The annual average
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Fig. 8.9. Solar radiation for flat-plate collectors facing south at various tilts. Data are from
Ref. 20.

solar radiation for horizontal and south-facing vertical flat-plate collectors is 5.7
and 4.0 kWh/m?/day, respectively. The graph also shows the solar radiation for the
more optimal configuration of a south-facing tilt at latitude (33.4°), which gathers an
annual average of 6.5 kWh/m?/day. Figure 8.9 also demonstrates that by using either
single or dual axis tracking, further increases in the total annual energy collection
are achieved. In particular, non-tilted single-axis and dual-axis trackers received
8.0 and 8.9 kWh/m?/day, respectively. Such measured data may be used to refine
analytical predictions in situations where measured data are unavailable for unique
collector geometries.

8.8 Photovoltaic Energy Conversion

The electrical output of PV modules depends on the electrical, thermal, solar spectral,
and optical properties of the module (or array) as well as the angle and amount of
incident radiation.?! The amount of input radiation has a linear (direct) effect on
the current output of PV modules. The effect of variation in the solar spectrum on
module output is relatively small for air mass values between 1 and 2 for crystalline
PV modules. Empirical methods are available to estimate the effect of changing
solar spectrum on PV module currents.

For surfaces not normal to the incident sunlight, the density of incident radiation
is reduced, due to geometry, by a factor equal to the cosine of the angle of incidence
as shown in Fig. 8.10 (see Eq. (8.20)).

In addition to this typical cosine loss of input radiation, large collector angles
lead to optical losses due to reflectance from the surface of PV modules. These
optical losses result in a lower incident radiation on the PV cell under the glass, than
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Fig. 8.10. An inclined surface, not normal to the incident radiation, receives a reduced
radiation density, due to geometric effects of the collector angle.

what is suggested by Eq. (8.20). For crystalline silicon PV modules, the effect of
optical losses is significant for angles of incidence greater than 55°.2!

8.9 Concluding Remarks

This chapter has provided straightforward methods to determine the position of the
sun with respect to an earth-based solar collector. Such algorithms can be utilized for
studies of solar collector performance and for active solar tracking equipment. There
are more precise, and correspondingly more complex, computational approaches.
For example, an algorithm to compute the solar zenith and azimuth angles within
an uncertainty of just £0.0003° for Julian calendar years from —2000 to 6000 is
described in Ref. 22. It is also noteworthy that passive solar tracking devices have
also been developed.
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Generation of electricity from light began in the 19th century which led to a lot
of developments in solar energy since then. This chapter focuses on photovoltaic
(PV) systems which generate electricity. The first section gives an overview of
how electricity is generated in a solar cell while the second section presents PV
modules — the different types available, interconnection and the performance
of modules. The third section describes the different types of PV systems; grid-
connected and stand alone. Designing a stand-alone PV system is also presented;
both for electricity supply to remote homes and solar water pumping systems.
Finally, in the fourth section some conclusions are drawn.

9.1 Introduction

Solar radiation received on earth in just one hour is more than what the whole
world’s population consumes in one year. In 1839, a young French physicist named
Edmund Bacquerel discovered the photovoltaic effect. While working with two
metal electrodes in an electricity-conducting solution, he noted that the apparatus
generates voltage when exposed to light.! It was not until 1904, when Albert Einstein
published a paper on the photoelectric effect, that the general scientific community
stopped looking at photovoltaic as some type of scientific hoax.

205
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Fig. 9.1. The photovoltaic hierarchy.

Photovoltaic is the conversion of light directly into electricity through semicon-
ductor materials. The basic component of a PV system is solar cell. If light with
adequate energy falls onto silicon arranged to form a p-n junction and penetrates to
a point near the junction, then, because of the photo-electric effect, it will create free
electrons near the junction. These electrons immediately move under the influence
of the p-n junction’s electric field. The electrons continue to move through the cell
to the surface of the cell. On the way towards the surface of the cell some of the
electrons may be re-absorbed by the silicon atoms, but many electrons still reach
the surface of the cell. These electrons can be collected by a metallic grid and an
electric current will flow if the grid is connected to the metal contact on the other
side of the cell by an external circuit.

The PV hierarchy is shown in Fig. 9.1. One solar cell has output voltage of around
0.5-0.6V and very few appliances work at this voltage so solar cells are connected
in series in a module to increase the output voltage of the module.? The number of
cells in a module is governed by the voltage of the module. Photovoltaic module
manufacturers make modules which can work with 12V batteries. In allowing for
some over-voltage to charge the battery and to compensate for lower output under
non standard test conditions (STC), modules usually have 33—-36 solar cells in series
to ensure reliable operation. To increase the modules output current the series strings
of solar cells are connected in parallel. Based on the desired current-voltage output
of the module, solar cells are connected in both parallel and series combination. The
modules can then in turn be connected in series and parallel to have the desired PV
system voltage and current. Such combinations of modules are referred to as arrays.

9.2 PV Modules

PV modules or solar modules have d.c. electrical output power even though there
are no moving parts and no pollutants emitted. PV systems are modular which gives
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(a) (b) {c)

Fig. 9.2. Examples of the types of commercially available PV modules: (a) amorphous
(b) monocrystalline and (c) polycrystalline.*

it an advantage of being able to increase its size even after it has been installed. It is
flexible, easily and quickly coordinated and constructed into an array or a PV plant.

There are three types of PV modules (Fig. 9.2) on the market and they differ in
the form of silicon used to manufacture them.

(i) Amorphous silicon modules: these are made from uncrystallized forms of
silicon. They are often called thin film silicon (TFS) modules as the silicon
is deposited in a thin layer or film on a variety of surfaces, such as glass. This
type of module is in a dark matt colour and performs well in low light condi-
tions. However, this has low efficiencies (typically 5-8%)° and thus requires a
much larger roof area than all other technologies.

(i) Monocrystalline solar cells: these are thin wafer cut from a large single crystal
of silicon to form the individual cells and are bluish black in color. According
to Ref. 6 this type of cell has the best efficiency for a given module area and
well made modules have a proven long life.

(iii) Polycrystalline solar cells: these are thin wafers cut from a block of multiple
crystal silicon. They are easily recognized by its color (usually blue), but there
are other colors also and this is the most common panels available from a range
of manufacturers.’



208 R. D. Prasad and R. C. Bansal

Fig. 9.3. Equivalent circuit for solar cell in full sunlight.

9.2.1 Shading effects on PV modules

Since PV modules have around 33-36 cells in series, shading on just one cell in
this series of cells can have reduction in power output from the PV module. The
equivalent circuit for the PV cell is shown in Fig. 9.3 where the cell is in full sunlight.

Figure 9.4 shows one of the cells shaded in a PV module of n cells. R, and R, are
the parallel leakage resistance and series resistance of a solar cell respectively. When
one of the cells in PV module is shaded the short circuit current (Is¢) through the
shaded cell is zero and the diode becomes reverse biased hence the current through

10
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Fig.9.4. (a) Equivalent circuit for nth cell in solar module to be shaded. The figure shows
typical solar output as a function of irradiation, (b) a typical power curve from a solar array.
The efficiency of the solar module reaches its peak at a unique point and this point is called
the maximum power point of the solar cell.
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the diode (1) is zero. This results in the current produced by n — 1 cells in the PV
module to pass through R, and R, which results in loss of voltage. According to
Ref. 3 the drop in voltage (AV) by the shaded cell is given by

1%
AV == + I(R, + R,), ©.1)
n

where V is the voltage output of PV module when all cells are in full sunlight.
Since R, is much greater than Ry, Eq. (9.1) simplifies to

14
AV = = 4 IR, (9.2)
n

9.2.2 Interconnection of PV modules

When modules are connected in series and parallel combination it contains by-pass
and blocking diodes. These diodes protect the modules and prevent it from acting
as a load in the dark or during shading.

9.2.3 Performance of solar cells and modules

The efficiency of a solar cell is

Pout of solar cell
Nsolar cell = ST . (93)
Solar power incidient on solar cell
The losses are due to

e Grid coverage: The surface of the cell has to be covered with a metallic grid to
collect the electrons produced by the photoelectric effect.

e Reflection loss: Some of the incoming solar radiation is reflected from the front
surface of the cell.

e Spurious absorption: Some of the electrons ejected from their electron shell will
be absorbed by impure atoms in the crystal.

e Some of the incoming solar radiation do not have sufficient energy to eject an
electron from its electron shell.

e Some of the incoming solar radiation has more than enough energy to eject an
electron from its electron shell. The extra energy is dissipated as heat in the
crystal.

e Quantum efficiency: Of the photons with the correct energy to eject an electron
from its electron shell only 90% will actually strike an electron and eject it.

e Absorption not near junction. Some photons are absorbed by the crystal far from
the junction. These photons create electron hole pairs which do nothing but imme-
diately recombine, leaving only a little heat as their legacy.

e Shading of solar cell: When part of solar cell or module is shaded the output
voltage decreases.
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Fig.9.5. Grid connected PV system.

9.3 Types of PV Systems

There are two types of PV systems.

9.3.1 Grid-connected system or utility interface (UI)

In a grid connected system, the grid acts as a back-up and there is no need for
battery storage unless there is a power outage problem. This makes grid connected
PV systems relatively simple. However, PV systems have to compete with cheap
grid supply which makes it hard to justify the PV system unless some kinds of
subsidies are provided.

In PV systems, PV arrays may be pole mounted or attached on the roof or may be
an integral part of the building known as Building Integrated Photovoltaics (BIPV).
Sometimes batteries may be attached for backup if the utility grid is problematic.
Before power from the PV array is distributed to the a.c. loads and the utility grid it
goes through a power conditioning unit which changes d.c. to a.c., which maintains
quality of supply and helps to operate PV system most efficiently (Fig. 9.5).

PV systems can be economical because a PV array can supply power to homes
and businesses during mid day, when cost of electricity drawn from grid may be
high and when PV systems are an integral part of building.

PVs mounted on buildings are becoming popular as the price of PV systems is
decreasing and technology is getting more mature. Principal components in grid
connected home size PV systems are PV arrays with two leads from each string
sent to a combiner box that includes blocking diodes and individual fuses for each
string. The strings are attached to the lightning surge arrestor.

9.3.1.1 Net-metering

When PV systems delivers more power, the electric meter runs backward, building
credit with utility. This arrangement with a single electric meter running in both
directions is called net-metering. In net-metering, power produced from the solar
system is connected to the electric grid and credited in real time. All the surplus
electrical power produced by the solar system that a home is not using is fed back
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into the power grid. As this surplus electrical power is fed back into the power grid,
the meter at the home spins in reverse. This means the power produced by the solar
system which is not used in the home is “sold” to the local utility company so the
consumer’s electricity bill is reduced.® This reduction of electricity bill has a positive
impact on the economics of investment; since the bill reduces, the payback period
for the investment would also reduce.

9.3.1.2 Estimation of actual a.c. output power from PV systems

Grid connected PV systems consists of an array of modules and a power conditioning
unit which includes an inverter to convert d.c. from PV to a.c. required by grid or
load. A good starting point to estimate system performance is rated d.c power under
standard test conditions (STC), i.e., 1 sun (i.e., | kW/m?), air mass ratio of 1.5
(AM1.5) and 25°C cell temperature. Then to estimate the actual a.c. power output,
P,.,Eq.(94)is used.’

Pa‘c. == Pd.c.,STC X Nconversions (94)

where P, src the d.c. power of array is obtained by simply adding individual
module ratings under STC and 7conversion 1S the conversion efficiency which accounts
for inverter efficiency, dusty collectors, mismatched modules and difference in
ambient conditions. Even in full sunlight the impact of these losses can de-rate
the power output by 10-20%.

Mismatch of modules

Three cases of mismatch of modules are explained below:

e If there are two modules in parallel combination in a PV system both rated at
180 W, but one module produces 180 W at 30V and 6 A and the other produces
180 W at 36 V and 5 A. Then the maximum power output from the parallel com-
bination is 330 W (11 A and 30V) instead of 360 W.

e All modules may not have same power output even if they are made by the same
manufacturer. For example, 100 W modules may actually be 96 W or 104 W.

o Different operating conditions may exist in different parts of the PV array, such as
cleanliness of different parts of the PV array or some modules may be obscured
by a cloud which is covering only part of the array.

These mismatches can easily drop the array output by several per cent.

Cell temperature

When the module operates under standard conditions of irradiance (0.8 kW/m?),
spectral distribution of AM 1.5, ambient temperature of 20°C and wind speed
(>1m/s), the cell is operating at normal operating cell temperature (NOCT). As
cell temperature increases above 25°C, the power produced decreases.
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Fig. 9.6. Efficiency of inverter as a function of percentage of full load.?

The cell temperature is given by the following

NOCT — 20
AT s, 9.5
0.8 X] ©-3)

where T, and T, are the cell temperature and ambient temperature respectively in
°C and S is the solar irradiance in kW/m?.

n=n+[

Inverter efficiency

Since the power output from solar cell is d.c., the inverter is usually used to convert
d.c. to a.c power. The power output from the inverter will depend on the efficiency
of inverter. Efficiency of the inverter depends upon the load (Fig. 9.6). To improve
the combined efficiency of the PV-based system, MPPT types of algorithms are
deployed.

9.3.1.3 Grid connected system sizing

Grid connected system sizing is not critical as that of the standalone system because
of back-up power arrangement, hence, trying to match supply to demand is not
that important. Grid connected system sizing is more a matter of how much area is
available on the building and budget of the buyer.

9.3.2 Stand-alone system or off grid system

In case of standalone systems such as the PV-battery system, it has to compete with a
diesel generator (DG) or it competes with the cost of bringing the grid to the site. Off
grid systems must be designed with great care to assure satisfactory performance.
Users must be willing to check and maintain batteries; they must be willing to adjust
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Fig.9.7. Simple schematic of stand-alone solar with battery storage.

their energy demands and must take responsibility of safe operation of the system
for the reward of getting electricity which is truly valued.

For stand alone solar systems with battery storage charge controllers, inverters
are important components apart from solar panel and battery (Fig. 9.7).

Charge controller as the name implies, controls the amount of charge that the
battery would receive. When the battery has reached its charging limit, the charge
controller will withhold further charging of the battery, sometimes known as voltage
regulating. The absence of this would lead to overcharging of batteries, consequently
damaging batteries and even causing fires. The majority of charge controllers have
low-voltage disconnect (LVD) which prevent the batteries from over-discharging.
Some charge controllers also include maximum power point tracking (MPPT) which
optimize the solar PV array’s energy production. Furthermore, charge controllers
offer battery temperature compensation (BTC) where the charge controller regulates
the charge rate based on the basis of the temperature of the battery since batteries
are sensitive to temperature variations above or below 75°F.” A detailed discussion
about MPPT controllers is prescribed in Chap. 11.

Solar batteries are usually lead-acid deep cycle batteries. This kind of batteries
are tolerant to the way of charging and discharging going on in a solar system and
they have a long life time compared to regular car batteries. Deep cycle batteries can
discharge 80% of their rated capacity. In PV deep cycle batteries are favored so that
during no sunlight periods the battery is able to supply the load demand. Another
kind of batteries using Nickel cadmium (NiCd) plates can be used in PV systems.
NiCd batteries are expensive but can withstand harsh weather conditions, and can
be completely discharged without damage and the electrolyte will not freeze.
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Inverters convert d.c. voltage from the battery to a.c. voltage so that household
appliances can be powered since most of electrical appliances used in homes are
a.c. There are two types of inverters used in solar systems; modified sine wave
(MSW) and true sine wave (TSW). MSW inverters are simple and turn d.c. into
approximately 120V, 60 cycle a.c. but do not produce a true sine wave. Some
electrical appliances, such as computers, immediately turn a.c. power into d.c. and
so work perfectly fine with MSW inverters. However, other appliances do not work
well with MSW. Audio equipment, for example, can produce an annoying hum
when used with MSW inverters.!? TSW inverters are more expensive, but for home
use, they are almost always a better choice than MSW inverters. According to Ref. 9,
a high quality inverter will include:

e An auto start system which allows an inverter to switch to a low power con-
sumption standby mode when nothing is connected and turned on. This will save
a lot of manual switching and/or wasted power.

e Tweaking ability which adjusts parameters such as auto-start and battery depth
discharge.

e High quality heavy-duty power transformer.

Application of stand-alone PV systems

e Space: solar cells are used to power spacecraft, satellites and remotely-controlled
vehicles on Mars.

e Marine navigational aids: PV systems are used to power marine navigational aids.

e Telecommunications: PV systems are used to power telecommunication stations
which are in remote area and without grid support.

e Health stations: PV systems provide power to health stations which are in remote
areas for refrigeration of medicines, etc.

e Lighting: In remote areas PV systems are used to power lights in homes. This
benefits remote communities in terms of better education.

9.3.2.1 Approach to designing an off-grid PV system with battery
as storage

The design of stand-alone PV system with battery as storage is pretty simple. Initial
steps in the design process include:

e Determining the load (energy (kWh) not power (kW)). In this the nominal system
voltage, range of voltages that would be tolerated by load must be considered,
average load per day must be determined and load profile throughout the year
must be determined. Table 9.1 can be used to find the load.
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Table 9.1. Calculating total load demand per day.

d.c.

Appliances Quantity V I Pg.  Hrsused Daily Energy (Wh)
a.c.

Appliances Quantity V 1 P,.  Hrsused Daily Energy (Wh)

Total daily energy (a.c. + d.c.)

It is suggested by Ref. 7 that in designing PV systems for homes, the electrical
appliances, where large heating or cooling is required, should not be used since they
consume large amounts of energy and this will consequently increase the size of PV
systems and cost. Furthermore, in solar power systems the most efficient types of
lighting and appliances should be used in order to reduce the energy consumption
for carrying out a certain job.

Atthis point it should also be noted that even though d.c. appliances are expensive
and using this would require larger wires to cope with the larger currents, in the end
it would consume the least amount of energy and thus the PV modules size and cost
would decrease. The load analysis described above has to be carried out carefully
to see which d.c. and a.c. loads would be used in order to decrease the total energy
consumption.

Total daily load demand (Wh) = total daily energy 4+ 20% of total daily energy.
(9.6)

Additional 20% is taken to cater for loss
e Calculating the battery size. In this step the number of days in a week where

there is no sun is multiplied with the total daily load, and the battery losses is also
catered for.

. total daily load demand x No. of no sun days
Battery storage capacity (Wh) = .

T Coulomb
9.7)

The coulomb efficiency nNcouomn i usually taken as 80%.
This battery storage capacity is then divided with the nominal voltage of the
system to get the battery size in ampere-hours (Ah). In stand-alone systems the
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nominal system voltage for d.c. is 12V, 24V or 48V and a.c. is 120 V. The system
voltage is usually chosen to ensure that the total discharge current of the battery
does not exceed 100A. According to Ref. 11 it is noted that for d.c. systems,
the system voltage should be that required by the largest loads. Most d.c. PV
systems smaller than 1 kW operate at 12V d.c. (The maximum current would be
1000 + 12 =83.3A))

Also according to Ref. 11 inverter specifications have to be studied since it will
provide the total and instantaneous a.c. power required. An inverter will be selected
that will meet the load and keep the d.c. current below 100 A. For example, if the a.c.
load is 3600 W and the a.c. voltage is 240V, the a.c. current will be 15 A. Excluding
losses in the inverter, the d.c. power must be the same; 3600 W. If a 12V inverter is
selected the d.c. current would be 300 A — not recommended. Use a 48 V inverter
to make the input current to 75 A.

The voltages of the inverter, battery charger, PV array and any other equipment
connected to the d.c. system will be determined by the nominal voltage of the system.

e Calculating the number of PV modules required

By analyzing the local solar radiation data (daily and monthly radiation) and by
considering total daily load demand, the appropriate size of solar modules will be
selected. The number of parallel and series combination of solar modules will be
selected based on the maximum current and voltage that will be supplied to the load.

Example 9.1:

The a.c. load for a remote home is 2200 Wh/day. A PV system with battery storage
is considered for powering this home. If the inverter efficiency is taken as 85%,
coulomb efficiency is taken as 80%, PV de-rating is 90% (10% losses due to dirt
and temperature) and system voltage is 24 V.

(a) Calculate the size of batteries for maximum 5 days of storage if a 12V battery
with 100 Ah is considered.

(b) Determine the PV size if for the site on average there are 3 hours of full sun and
a 12V PV module is considered which has a rated current of 6.99 A.

Solution:

(a) d.c. load input to inverter
2200 Wh

= 2588 Wh d.c.
0.85

total daily load demand x No. of no sun days

Battery storage capacity (Wh) =
TlCoulomb

=289 6175 wa

0.80
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Since 12V battery @ 100 Ah is considered and the system voltage is 24V, 2 batteries
will be in series.

Ah for battery is
16175 Wh
Ah for battery = ———— = 674 Ah.
24V
Number of parallel strings is
674 Ah

# of parallel strings = = 6.74 =7 parallel strings.

100 Ah

Altogether there are 2 batteries in series with 7 parallel strings = 14 batteries in total.

(b) PV sizing
Number of PV modules in series is

System voltage
# of PV modules in series = DY3tem vortage

VPV module
24V

12V
Since a.c. load is 2200 Wh/day and d.c. load for input to inverter is 2588 Wh/day,
the amphere-hours (Ah) needed at the inverter is

. 2588 Wh
Ah needed @ inverter = v 107.83 Ah/day @ 24 V.

One string has 2 modules, therefore, Ah to inverter is

= 2 modules in series.

6.99 A x 3 hrs full sun x 0.90 x 0.90 = 16.99 Ah/day.

Hence, the number of parallel strings is

107.83 Ah
6.99 Ah

Therefore the PV array will have 2 modules in series with 7 parallel strings.

The tilt angle of the PV array must also be determined. If the location is in
the Southern hemisphere then the solar module must be facing north and if in the
Northern hemisphere, then facing south. If there is no solar tracking system for the
module, then the optimum tilt angle for the solar module must be determined. This is
usually done by adding the geographical latitude to 20° in the southern hemisphere.

# of parallel strings = = 6.35 =7 parallel strings.

e Assessing the need for any back-up energy of flexibility for load growth

Electrical energy demand from past years must be studied to assess the need for a
back-up power source.
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9.3.2.2 Stand-alone PV system with battery and diesel generator as
back-up

In stand-alone systems there may be times when the battery bank is incapable of
providing increase in load demand or peak demand. In this case the battery may
over discharge and thus have lower battery life. To cater for load growth some back-
up needs to be thought of to make the system reliable and efficient. Since having
an oversized PV system would increase the overall cost of the system and the PV
system would not be efficiently utilized if it was sized for peak demands. Back-up
diesel generators provide a good solution to this problem.

The size of the load and the seasonal insolation variability at a site are two main
indicators that work together to alert the designer to a possible hybrid application.!!
Plotting the load versus the array/load ratio (Fig. 9.8) gives an indication of whether
a hybrid system should be considered. If the point falls between the two curves
or above the top curve, then sizing a PV-generator hybrid system is recommended
so that cost comparisons with the PV-only design can be made. Muselli et al.'?
proposed the optimal configuration for hybrid systems by minimizing the kilowatt-
hour (kWh) cost. Researchers'>~!> have used the Hybrid Optimization Model for
Electric Renewables (HOMER)'® software to find optimum sizing and minimizing
cost for hybrid power system with specific load demand.

A conventional diesel generator system design simply involves selecting a locally
available unit that is closest to the peak load requirements of the application.
However, designing a hybrid system, Fig. 9.9 (solar/diesel with battery storage),
involves matching load demand with expected energy to be generated. In a hybrid

12000 4

10000 ~

e}

=

(=3

(=]
I

Consider hybrid
6000 -

Daily load (Wh)

N

[

S

S
1

2000 4

T T
0 0.2 0.4 0.6 0.8 1
Array to load Ratio

Fig. 9.8. Hybrid design determination.'!
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Fig. 9.9. Schematic of a stand-alone PV with battery with diesel generator as back up.!’
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Fig. 9.10. Surface pumps and submersible pumps. '8

system when the battery bank cannot supply the load center then the generator will
power the a.c. loads as well as a battery charger to help to recharge the batteries.

9.3.2.3 Stand-alone solar water pumping system

A solar powered water pumping system is essentially comparable to any other water
pumping system. It basically uses the PV module to power the electric pump to
pump water from the ground to some kind of storage tank (Fig. 9.10).

All solar powered pumping systems have a PV array, holding structure, a motor-
pump, water tank (pressurized or unpressurized), control panel and protection. The
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array can be coupled directly to a d.c. motor or, through an inverter, to an a.c. motor.
The motor is connected to any one of a variety of variable-speed pumps (surface or
submersible pump). The use of batteries should be avoided in solar water pumping
system because batteries decrease the system efficiency and increases the overall
cost of the system.

9.3.2.3.1 Sizing/designing PV water pumping system

A solar powered water pumping system is designed to provide a given flow of water
in gallons per minute (GPM) for a given pressure or lift (head). Some of the steps
that are followed are as follows:

1. The first step is to estimate the amount of water (gallons) that will be required
per day.

2. Distances (vertical and horizontal) that the water will be pumped has to be deter-
mined. The total dynamic head (TDH) has to be calculated which is the sum of
static lift of the water (static lift is measured from ground level to the low water
level in the well), the static height of the storage tank (static height is measured
from ground level to the top of the tank) and the losses from friction (friction
losses in terms of equivalent height are determined by pumping rate and the size
of the pipe).

3. Determine the size of the pump that one would need and the amount of power
needed from the PV.

The pumping rate of the pump (Q) GPM would be determined from the amount
of water required per day (Eq. (9.8))

0 gallons per day hour 9.8)
= X . .
peak sun hours per day 60 minutes

The power (W) that is delivered by the pump to the fluid is given by

Poutyym, = PEHQ, 9.9)
where p is the fluid density (kgm~3), g is the gravitational acceleration
(9.81 ms~2), H is the head in m and Q is the pump rate (m3s~").

Pump input power can also be determined from Eq. (9.10)*
_ 0.18385 x H (feer) x Q (GPM)

inpump -

(9.10)
npump

where 1pump 18 the pump efficiency, the efficiency of the pump can be 25% for
suction pumps and 35% for submersible pumps.

The number of PV modules connected in series that would be required would
be found by

) . Voltage of solar pump
Number of PV modules in series =

. (9.11)
Voltage of one solar module
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Since the power out from the PV system is input for the pump, one would get
Eq. (9.12)

Pinpump - Poutpv

Pinpump = MNdue to dirt/temp loss X Vone module X No. Of modules in series

X Igr X No. of parallel strings

.. No. of parallel strings
P
Tldue to dirt/temp loss X Vone module X No. of modules in series X IR’

9.12)

Npump

where Iy is the rated current of the PV module.
Equation (9.12) is for the PV module connected directly to the solar pump.
However, if an inverter is placed between the PV module and the pump then the
inverter efficiency needs to be considered in Eq. (9.12); it would be multiplied
with Poyepy -

4. Size of the storage tank. A typical storage tank is sized so that it can store water
for certain number of “no sun” days. A float switch is usually installed inside the
tank to control the pump according to the water level.

Example 9.2:
If you require 2000 gallons per day and the site has 4.8 peak sun hours per day, (i)
determine the pumping rate and (ii) calculate the friction loss in terms of vertical
height if you are using 200 feet of 3/4 inch pipe. Consider friction loss 10.6 feet
per 100 feet.

Solution:

ey

gallons per day hour

Pumping rate, Q = X -
peak sun hours perday 60 minutes

2000 gallons per day 1 hours
= X

4.8 hours 60 minutes
= 6.94 GPM.

(i) As friction loss is 10.6 feet per 100 feet of pipe used at a pump rate of ~7 GPM.
Hence for the 200 feet of pipe used the frictional loss in terms of heightis (10.6x2) =
21.2 feet.

Example 9.3:

For solar water pumping system sum of static lift and static height comes out to be
200 feet. For this system the pump is a 24V d.c. surface pump with 30% efficiency.
Find the size of PV array if the solar module chosen has a voltage of 15V which
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has rated current of 5.99 A and water demand, pipe and solar data information are
taken from Example 9.2.

Solution:
The pumping rate, O comes out to be 6.94 GPM.

The frictional loss in terms of height comes out to be 21.2 feet. Hence the TDH
is calculated to be (200 Oft 4+ 21.2 ft) = 212.2 ft.

The power input the solar pump is

0.1885 x H (feet) x Q (G PM)
Npump
_0.1885 x 221.2 x 6.94

0.3
=964.57 W.

Py =

Npump

The number of PV modules in series would be

Voltage of solar pump

Number of PV modules in series =
Voltage of one solar module

24V
= —— = 1.6 = 2modules.
15V
Number of parallel strings is
No. of parallel strings
_ inpump
Tdue to dirt/temp loss X Vone module X No. Of modules in series X IR

B 964.57 W
T 0.8x 15V x2 x5.99

= 6.7 = 7 strings.

9.4 Concluding Remarks

PV systems have a wide range of applications both in grid systems and stand-alone
systems. In grid connected PV systems matching output power from PV array to
the load is not significant due to the use of net meters. These meters run in both
directions thereby when homes have excess electricity it can sell it to the grid and the
meters runs backwards and if there is deficit power from PV systems then power can
be bought from the grid and the meter would run forward. However, in stand-alone



Photovoltaic Systems 223

systems load must be matched with the PV system. Before PV systems are installed
vigilant design of PV systems are required. This chapter has attempted to provide
guidelines to designing a PV system for electrification of remote homes and solar
water pumping systems.
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Chapter 10

Solar Thermal Electric Power Plants
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P.O. Box 875706, Tempe, AZ 85287-5706
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Concentrating solar power appears to be the method of choice for large capacity,
utility-scale electric generation in the near term. In particular, distributed trough
systems represent a reasonably mature approach, and the power tower configuration
is also a viable candidate. Both of these technologies have the possibility of energy
storage and auxiliary heat production during sunlight unavailability. Other systems
examined in this chapter include dish-Stirling engines, solar chimneys and solar
ponds. Economics inevitably drives the choice of technology.

10.1 Introduction

Heliothermal is the process of conversion of solar energy to thermal (heat) energy.
Solar thermal can be used directly for heating purposes (e.g., domestic hot water) —
and this was the approach taken by many early residential solar installations. In terms
of large-scale electric utility power generation, solar energy can be utilized to heat
a fluid and eventually produce steam to drive a traditional turbine-generator set,
which produces AC power (in contrast to solar cells that have DC output). The
approach known as concentrating solar power (CSP) is the major subject of this
chapter. The solar thermal domestic implementation remains important since some
electric utilities provide monetary incentives to customers who install such solar
systems, and that subject is addressed in Chap. 12 of this handbook.

10.2 Solar Thermal Systems

The leading contenders for exploiting solar assets for electric power generation are
photovoltaic (PV) and concentrating solar power (CSP) facilities. Other schemes

225
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Fig. 10.1. Solar thermal plant employing the Rankine cycle.

for converting sunlight to power include solar salt ponds and solar chimneys. In the
near-term, CSP appears to be leading PV for utility-scale power generation due in
part to its maturity and relative cost. In addition, there are two other advantages of
solar thermal over PV. First, most CSP units can be constructed with an integral
thermal energy storage (TES) system thereby providing the capability of generating
electricity into the evening hours. Second, solar thermal plants can be equipped
with auxiliary burners in order to generate electricity when sunlight is unavailable
(e.g., at night time and during inclement weather).

Most CSP plants employ a thermal cycle, as depicted in Fig. 10.1, similar to
those of coal and nuclear power plants except that the heat source is from sunlight.
The thermal-to-mechanical energy conversion efficiency of a solar thermal electric
generating station is Carnot cycle limited, that is, the maximum theoretical thermal
efficiency is

n=1-T./Tu, (10.1)

where T} and Ty are the minimum and maximum absolute temperatures within the
cycle. Since T} is approximately equal to the ambient environmental temperature at
the power plant site, this relation motivates the design of a thermal cycle that adds
heat at the highest possible temperature (7x); and hence, it promotes the utilization
of sunlight concentrators to achieve high temperature operation.

Solar thermal technologies can be classified in terms of the temperature reached
by the working fluid, as exhibited in Fig. 10.2. Flat plate collectors are employed
in domestic hot water heating applications. Since lower thermal efficiency typically
results in higher capital costs, electric utilities will tend to adopt concentration
methods that achieve higher temperatures and efficiencies. The utility-scale CSP
systems may be categorized as

e Large point focus: employing heliostats to concentrate light at a central receiver
(power tower systems), with plants sizes of 100 kWe to 100 MWe;
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Fig. 10.2. Categorization of solar thermal technologies according to temperature.

Table 10.1. Representative solar thermal collector operating parameters.' —*

Thermal collector type Concentration ratio  Working fluid temperature
Flat plate and solar salt pond 1 40°-100°C
Line focus (parabolic trough) 10-50 150°-350°C
Point focus (parabolic dish and 100-1500 250°-1500°C

central receiver)

e Small point focus: using parabolic hemispherical dishes to reflect light to a focal
point for each individual dish, (5-25 kWe); and

e Line focus systems: utilizing parabolic shaped troughs or linear Fresnel reflectors
but having lower efficiency than the above, with plant output ranging from a few
to hundreds of MWe.

In each of these three systems, a concentrator redirects (reflects) sunlight to a receiver
(absorber). As can be noted in Table 10.1, working fluid temperatures for concen-
trating collectors are noticeably above ambient; hence, receivers may utilize vacuum
barriers to prevent absorber heat loss due to convection to the surroundings.

10.2.1 Solar thermal storage

A key advantage of solar thermal compared to photovoltaics is the capability of inte-
grating thermal energy storage (TES) within a CSP plant. Not only can such a TES
system allow the plant to continue generating electricity during brief periods of sun-
light loss (i.e., cloudiness), more importantly, electricity production can be continued
after sunset and into the evening, which generally corresponds to a peak utility load
period. Similarly, solar thermal plants can incorporate auxiliary burners to produce
heat at night and during inclement weather. In the near term, TES is expected to
provide capacity factors approaching 40%, and in the long term up to 70%.’
Figure 10.3 illustrates how a solar thermal power plant can attain base load
generation by diverting thermal energy to storage during the mid-day hours while
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Fig. 10.3. Storage and withdrawal of solar thermal energy.

also directly supplying electric power to the grid. In the early evening hours, the
stored thermal energy is withdrawn and converted to electricity. Once the stored
energy is depleted, auxiliary burners utilizing biomass, hydrogen or fossil fuels
could be employed to produce electricity during off-peak times. In this manner CSP
facilities can accomplish grid dispatchable power generation, that is, firm power
delivery.

Two types of TES systems have been demonstrated on a significant scale. The
first, called a thermocline, utilizes a single storage tank with a thermal gradient of hot
fluid on top and cooler fluid at the bottom. The second employs dual storage tanks
with one serving to hold the cold fluid while the other contains the hot medium.
The latter dual tank system permits a greater fraction of its stored energy to be
extracted.

Because the solar field must be oversized for a CSP plant with thermal storage,
the facility may be described in terms of its solar-to-electric capacity ratio (8), which
is the ratio of the solar field thermal output capacity to the plant electric power output.

10.2.2 Hybrid facilities

There are also hybrid solar thermal plants in which fossil or biomass fuels, for
instance, can be used as a backup heat source. As depicted in Fig. 10.4, the Solar
Electric Generating Systems (SEGS) units built in the 1980s employ natural gas to
provide up to 25% of the thermal energy for steam.® Hybridization can be accom-
plished in trough, power tower, and dish engine systems, although implementation
in the latter is more difficult.” It is noteworthy that present hybrid CSP facilities have
only moderate thermal efficiency, leading to greater emissions on a per kWh basis
from fossil fuel burning than would occur in a modern fossil power plant; however,
designs exist that utilize an integrated solar combined cycle system (ISCCS). An
ISCCS could employ a Brayton top cycle using a fossil-fired gas turbine and a
Rankine bottom cycle that receives its heat from both the gas turbine waste heat
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Fig. 10.4. Schematic of SEGS hybrid power plant using oil as heat transfer fluid (HTF);
after Refs. 4 and 9. Reheat is implemented in later SEGS units.®
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Fig. 10.5. An integrated solar combined cycle system (ISCCS).

and solar heat supplication, as illustrated in Fig. 10.5. Various permutations of the
ISCCS exist, including those designed to save fuel and others intended to boost the
power plant electric output.®

10.2.3 Economic considerations

Table 10.2 compares projected costs for central receiver solar thermal and single-axis
flat-plate photovoltaic power plants versus two other leading green energy sources.
The table shows that the capital and the operating and maintenance (O&M) costs
for solar thermal plants are high. The high O&M expenses are attributed to the
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Table 10.2. Projected costs of renewable energy based electric generating stations.!#

Technology Unit Size Capital Cost Fixed O&M Generation Cost*
Solar thermal 100MW $4693/kW $56.78/kW 19.7 ¢/kWh
Photovoltaic SMW $5750/kW $11.68/kW 21.5 ¢/kWh
Wind (onshore) 50 MW $1797/kW $30.30/kW 7.9 ¢/kWh
Wind (offshore) 100 MW $3416/kW $89.48/kW 16.6 ¢/kWh

*Based on a capacity factor of 25% and an annual fixed charge rate of 8§%.

costs associated with servicing and replacing plant components.'® Assuming a pure
(i.e., non-hybrid) solar plant, there are no fuel costs, and the levelized electricity
generation cost is

IF oM
e= st , (10.2)
P, rate CF (8760 hrs/yr)

where [ is the levelized annual fixed-charge rate; Fj is the construction cost; OM is
the annual operating and maintenance costs; P, 4 is the net plant electric output; and
CF is the capacity factor. From the above equation, the importance of maximizing
the capacity factor using techniques such as sensible heat storage becomes obvious.
Capacity factor estimates vary from 25% to 29% without storage and from 40% to
56% with storage.!! =13

Because central receiver and trough plants utilize conventional steam turbine-
generator and balance-of-plant equipment, these plants benefit from economy of
scale leading to unit sizes on the order of 100 MW. Dish systems, because of their
smaller physical size, benefit from the possibility of mass production at a dedicated
fabrication facility. In the case of the SEGS plants, the levelized cost of electricity
was reduced from 24 ¢/kWh for the first unit to about 8 ¢/kWh for the ninth (and
last) system.'> Other estimates indicate overall CSP generation costs from power
tower, parabolic trough and dish-Stirling engines to be 9.0, 13.4 and 16.7 ¢/kWh,
respectively.” Besides improving marketability, CSP plants with thermal storage
decrease capital costs on a per kWh basis since smaller capacity turbine-generator
and balance of plant equipment is sufficient.

10.3 Concentrating Solar Power Systems

Within this section, three CSP plants are examined

e parabolic trough collectors (PTC),
e central receiver systems (power towers), and
e dish-Stirling engine systems.
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Table 10.3. Comparison of CSP Technologies.”1©

Parabolic Power Dish-Stirling
Parameter trough tower engine
Peak efficiency 21%-24%  22%-23% 29%-30%
Annual capacity factor without 23%-25%  25%-29% 25%
thermal storage
Annual capacity factor with thermal 33% 48% n/a
storage for § = 1.8x (4 hrs) (8 hrs)
Net anr.lual solar-to-electric 13% 13% 15%
efficiency
Acres/MW of collectors 5 8 4

An overall comparison of the three technologies is provided in Table 10.3. The gross
solar-to-electric conversion efficiency can be described by

Ngross = NconMreccycllgens (103)

where 7o, 18 the concentrator efficiency; 7. is the receiver efficiency; ey is the
thermal cycle efficiency; and nge, 18 the electric generator efficiency. The net effi-
ciency would also account for in-house (parasitic) use of electricity by the power
plant itself.

Modern solar concentrators are of two main configurations: (1) heliostats, which
are mirrors that focus sunlight at a single point as shown in Fig. 10.6(a), and (2)
parabolic reflectors which redirect sunlight to single or multiple points. The parabolic
concentrators include trough geometries that focus light along a line, and dish
arrangements that concentrate at a single focal point as depicted in Figs. 10.6(b) and
10.6(c), respectively. Dish systems and heliostats require dual-axis solar tracking,
whereas troughs need only use single-axis rotation.

Receiver Concentrator

Concentrator

Receiver

Receiver

Concentrators

(a) Central receiver using heliostats (b) Parabolic trough (c) Parabolic dish

Fig. 10.6. Three primary solar concentrating systems.
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Fig. 10.7. Sunlight concentration by a parabolic surface. The focus is a focal point in the
case of dish systems and a focal line for trough concentrators.

Carnot efficiency considerations of Eq. (10.1) demonstrate the need for heat
addition at high temperature, which is accomplished by concentrating sunlight. The
concentrating ratio is defined as

C=A4/Arc, (10.4)

where A, is the aperture (projected) area of the concentrator, and Ay is the receiver
area. Figure 10.7 illustrates the important dimensions associated with a parabolic
reflector. The maximum concentrations for linear and dish concentrators are 212
and 45000, respectively.!”

A listing of major CSP facilities is given in Table 10.4. Luz International Limited
constructed the series of Solar Electric Generating Systems (SEGS) in the Mojave
Desert of California (CA).” The SEGS plants benefitted from both favorable power
contracts with an electric utility, and federal and state tax incentives.!? Tt is note-
worthy that Luz went bankrupt in 1991 when tax incentives (which had been as
high as 35% in 1984-1986) and mandatory purchase contracts were withdrawn.'®
Presently, parabolic trough plants represent the most mature CSP technology,'® as
might be surmised from the number of operating plants in Table 10.4. Specific plants
from this table are further discussed later in this chapter.

10.3.1 Parabolic trough collectors

As an alternative to the central receiver approach, distributed collectors, such as
parabolic trough concentrators (PTCs), may be employed. A PTC is a line focus
system in that a long mirrored concentrator in the shape of a parabolic trough is
directed to heat the fluid within a conduit located on the focal line of the trough. The
level of concentration within the PTC is less than that of a power tower, resulting
in lower peak temperatures. In addition, a power plant requires many PTCs. At the
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Table 10.4. Major concentrating solar power (CSP) plants.

Unit size Operating  Solar field
Facility (MW) Location date(s) area (m?)

Central Receiver (Power Tower)

Solar One 10 Barstow, CA 1982-1988 72650
Solar Two 10 Barstow, CA 1995-1998 82750
PS10 11 Seville, Spain 2007 74880
PS20 20 Seville, Spain 2009 150520
Line Focus (Parabolic Trough)
SEGS 1 13.8 Daggett, CA 1985 82960
SEGS 11 30 Daggett, CA 1986 190338
SEGS III 30 Kramer Junction, CA 1987 230300
SEGS 1V 30 Kramer Junction, CA 1987 230300
SEGS V 30 Kramer Junction, CA 1988 250500
SEGS VI 30 Kramer Junction, CA 1989 188000
SEGS VII 30 Kramer Junction, CA 1989 194280
SEGS VIII 80 Harper Lake, CA 1990 464340
SEGS IX 80 Harper Lake, CA 1991 483960
NV Solar One 64 Nevada, USA 2007 357200
Solnova 1 50 Seville, Spain 2010 300000
Solnova 3 50 Seville, Spain 2010 300000
High and low

pressure
turbines

. ] |
Reheater .,'j: 1
Hot salt ‘Y9

storage
tank g I
BB - 2| Super-
&S -$ 5| heater
T Cold salt T Condenser
A storage A ]
Solar trough tank A
collector field -S| Steam
- < .. | generator
P SN
i - Expansion
Heat transfer fluid (HTF) Dl Feedwater

Fig. 10.8. Trough type CSP plant with thermal storage, after Ref. 19.

present time, new solar thermal construction appears to favor PTCs, such as that
presented in Fig. 10.8, over the power tower configuration.

PTCs are typically aligned with the focal line along the north-south axis. A hor-
izontal north-south trough generally collects slightly more energy than an east-west
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Fig. 10.9. Parabolic trough receiver tube; adapted from Refs. 20 and 21.

alignment on an annual basis, although an E-W orientation typically provides a more
constant annual output.* Single-axis tracking is sufficient for PTCs.

The receiver tube in the PTC is constructed using two concentric tubes placed
on the focal line of the trough. As shown in Fig. 10.9, the inner metallic tube,
which transports the working fluid, is separated from the outer transparent tube by
vacuum. The outer glass tube and vacuum permit sunlight entry while preventing
the convection heat loss, although there is transmittance loss through the glass.

Various working fluids may be utilized. For low temperature applications
(<200°C), demineralized water with an ethylene-glycol mixture can be used.
However, to achieve efficient high-temperature operation, a synthetic oil, such as
biphenyl-diphenyl oxide, is employed.?! More recently, approaches using high-
pressure steam and molten salts have been investigated. If water—steam can be
used directly, then the need for and cost of the heat exchangers and heat transfer
fluid (HTF) can be avoided; however, heat storage may become more complicated.
The DISS (Direct Solar Steam) Project has successfully demonstrated direct solar
steam generation in parabolic trough collectors?? and results favor the recirculation
approach over a once-through method.?* Multiple trough field collector layouts exist
as illustrated in Fig. 10.10. The inverse return layout results in an even pressure drop
(Ap) within the collector field, whereas the direct return and center feed require

——
—

\j
(a) Inverse return (b) Direct return (c) Central feed

Te—T

Fig. 10.10. Layouts for a trough collector solar field, after Ref. 24.
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Fig. 10.11. Linear Fresnel CSP (courtesy: U.S. Department of Energy).

valving to ensure a uniform Ap; however, the central feed requires less piping than
the other two options.

The linear Fresnel system, as depicted in Fig. 10.11, is a cross of sorts between
the parabolic trough and power tower systems. Each receiver is placed about 10 m
above the ground, and multiple reflectors are oriented near ground level to redirect
sunlight to the fixed receiver. A secondary reflector above the receiver prevents
loss of light. In a variation, known as the compact linear Fresnel reflector (CLFR),
the reflectors can be directed toward an alternative receiver that would make most
effective use of the sunlight depending on the time of day. The interleaving of closely
packed reflectors in the CLFR should increase the utilization of the available solar
irradiance.”

10.3.1.1 SEGS, NV Solar One and Solnova 1 and 3

The 30-MW SEGS units use concentrators employing silvered low-iron glass
reflectors (see Fig. 10.12) with the LS-2 and LS-3 collector assemblies achieving
concentration ratios of 71 and 82, respectively.® The first SEGS plant employed a
3-hr thermal storage unit using mineral oil (Therminol VP-1). The SEGS I dual-tank
storage system cost $25/kWt with the oil constituting 42% of the cost.?’
in 1999, an accidental fire destroyed the storage unit.’

The 64-MWe Nevada Solar One was completed in 2007 at a cost of $266 million.
This is the largest CSP trough facility to be built in the world since 1991. Using
a concentration ratio of 71, the 760 parabolic troughs heat the working fluid (ther-
minol) from a field inlet temperature of 300°C to a field outlet of 390°C. Nevada
Solar One does not have a TES unit and is allowed to use only 2% natural gas to
steady temperature fluctuations in the HTF and for freeze protection.?®

However,
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Fig. 10.12. Solar trough collectors at Kramer Junction (courtesy of DOE/NREL).

The Solnova 1 and 3 trough systems heat a synthetic oil to 395°C. Each collector
field is composed of 90 rows of four trough modules, which are each 12.5 m long by
5.76 m wide, yielding a mirrored surface area of 3 x 10> m?. The heat is transferred
to produce 390°C, 100 bar steam that feeds a 50 MWe turbine—generator set. The
plant includes a natural gas fired boiler capable of supplying 12—-15% of its capacity
during low solar radiation conditions. The overall plant efficiency is to be near 19%.

10.3.2 Central receiver systems

Central receiver systems employ a large field of mirrors known as heliostats. The
heliostats are individually oriented to redirect sunlight toward the top of the power
tower. The heat transfer media of the thermal power cycle may be pumped to the top
of the central receiver or a mirror can be located at the top of the tower to reflect the
light to a ground-level receiver.?*—3!
been proposed.®? The heat transfer fluid (HTF), typically a molten salt mixture, is

Configurations using multiple towers have also

circulated to transport its received heat to a secondary fluid such as water, as depicted
in Fig. 10.13. The fact that the HTF can also be used as a thermal energy storage
medium is an advantage, but the high freezing point of a salt requires deployment of
heat tracing and its concomitant parasitic energy use. A representative molten salt
is a mixture of 40% potassium nitrate (KNOj3) and 60% sodium nitrate (NaNO3)
as was employed in Solar Two. This salt melts at 220°C and is thermally stable to
~600°C 2733
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Fig. 10.13. Power tower CSP plant without thermal storage.

The heliostats are a significant component of the plant capital costs. For example,
in the case of the Solar One plant, heliostats composed 45% of the total cost.**
In addition to an individual dual-axis positioning mechanism, a heliostat requires
structural support that can withstand high winds. Analysis has determined that
excessive shading of heliostats is avoided with reflector-to-land area ratios from
0.1 to 0.4, and averaging around 0.25.% Optimal heliostat field shapes have been
determined based on plant power rating, as shown in Fig. 10.14.3

10.3.2.1 Solar One and Solar Two

The Solar One central receiver was constructed near Barstow, California, at a cost
of $140 million, and operated from 1982 to 1988. The receiver in the 94.5-m tall

H = tower height

North

Heliostat
/ field

Tower
Tower 1
(a) North field for small plant (b) Surrounding field for
(< 100 MWt) large plant (> 500 MWt)

Fig. 10.14. Heliostat field shapes in the Northern Hemisphere, after Refs. 34 and 37. For
small thermal output, the heliostats are strictly north of the tower.
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Fig. 10.15. Solar One central receiver CSP facility (courtesy of DOE/NREL).
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Fig. 10.16. Simplified schematic of Solar One process flow; after Refs. 37 and 38.

tower heated the feedwater to generate steam for a direct Rankine cycle. The 1818
heliostats of 39.1 m? each were arranged in a surround field configuration,*® as seen
in Fig. 10.15. As depicted in Fig. 10.16, the Solar One unit employed a thermocline
storage system composed of oil within a gravel and sand mixture. The storage
medium had an energy density of 0.05 MWh/m? within a temperature range of 220°
to 300°C.>*

Solar One was upgraded to Solar Two by utilizing molten salt and increasing the
reflector field, and it operated from 1996 to 1999.%° With a total reflective surface
area of 81,400 m?, the heliostats provided an average solar flux of 430 kW/m? and
a peak of 800kW/m?.3* The molten nitrate salt was used both as a heat transfer
medium from the receiver to a steam generator and for 3 hours of TES using a dual
tank system, as shown in Fig. 10.17. The molten salt was heated from 290°C to
565°C from its passage through the central tower receiver. Sited in Spain, Solar Tres
is to be a 15-MWe power plant utilizing Solar Two technology.
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Fig.10.17. Simplified schematic of Solar Two process flow; adapted from Refs. 33 and 39.

10.3.2.2 Planta Solar 10 and 20

The 11-MWe Planta Solar (PS10) solar tower power plant began operation in 2007
on 150 acres near Seville, Spain. The facility utilizes 624 heliostats that each has an
area of 120 m? in a north field configuration, yielding a reflective area of 7.5 x 10* m?.
This unit differs from Solar One and Two in that 257°C, 40 bar steam is directly
made in the 115-m tower cavity receiver. As back-up, the plant has the capability of
storing an hour’s worth of steam, and natural gas firing can supply 12-15% of its
capacity. The steam cycle efficiency is 27%; and the overall solar-to-electric energy
conversion efficiency is near 17%. In April 2009, Abengoa Solar began operation
of a larger (20 MW) power tower plant, designated PS20, which uses a 160-m tall
tower and doubles the heliostat field size of the PS10.

10.3.3 Stirling engine

A Stirling cycle that employs a piston engine can be employed in combination
with a dish collector that uses dual-axis tracking. The engine shaft is connected
to an electric generator. Such dish-based Stirling engine systems can achieve high
solar-to-electric efficiencies, but an individual unit tends to provide smaller electric
outputs — on the order of 25kW.* Assuming an efficiency of 25% and using
an irradiance of 1kW/m?, one quickly realizes that the dish for a 25kW system
would have a diameter greater than 11 m. To provide large-scale electric gener-
ation, the dishes can be installed as arrays of individual dishes. In addition, the
modular nature of dish systems makes them appropriate for distributed generation
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and remote generation (e.g., end of the power line installations). However, dish-
Stirling systems are estimated to have capital costs of approximately $10,000 per
kWe.#!

The Stirling system consists of four major components: (1) the dish con-
centrator, (2) a cavity receiver, (3) the Stirling engine, and (4) an electric gen-
erator or alternator. The combination of the latter two items forms what is
referred to as the power conversion unit (PCU), which is annotated in Fig. 10.18.
The dish concentrator was addressed earlier and the electric generator employed
is not novel, therefore, the cavity receiver and Stirling engine and cavity are
emphasized herein. However, as seen in Fig. 10.19, one feature of many dish-
Stirling systems is the use of multiple surfaces (mirror facets) to concentrate the
sunlight.

Mirror
support truss

Power ]
conversion Mirror
unit (PCU) facets \ ‘

pcu "

support

Fig. 10.18. Dual-axis tracking dish concentrator with truss support, after Ref. 40.

Fig. 10.19. Solar dish Stirling system (courtesy of Stirling Energy Systems, Inc.).
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The cavity receiver, which is located at the focal point of the dish, absorbs the
concentrated heat energy and transfers the heat to the cycle working fluid. The
working fluid, which is typically helium or hydrogen, is sealed within the Stirling
engine. The Stirling cycle uses a four stage process of heating, expansion, cooling,
and contraction of the sealed working gas (fluid),** and there are no valves. The
alternating heating and cooling of the gas produces more power during the heating-
expansion stages than is consumed during the cooling—contraction phases, thereby
yielding a net power output. Although a Stirling engine has the potential to be
very efficient in converting heat into mechanical work, dish-Stirling systems are not
suitable for thermal energy storage.

10.4 Low Temperature Solar Thermal Approaches

In addition to the mainstream CSP technologies, other solar thermal electricity
generation schemes that the reader should be cognizant of include solar chimneys
and salt ponds, which are addressed below.

10.4.1 Solar salt pond

In the case of a solar salt pond, a shallow (~2 m deep) pool with salt forms the solar
collector, as shown in Fig. 10.20. Unlike a fresh body of water in which warm water
rises to the surface and its heat is lost by evaporation, a solar salt pond traps the
warm water near the bottom of the pool. Two different implementations of solar salt
ponds exist*: (1) the saturated salt pond and (2) the non-convective gradient pond.
In either case, piping carrying a low boiling point working fluid (e.g., ammonia)
can be placed near the bottom of the pond to extract the heat (~100°C) for use in a
thermal power conversion cycle. It is noteworthy that the solar salt pond itself forms
an integral TES mechanism.

Working Fluid Working Fluid
Inlet (Cool) Outlet (Warm)

W R R —
//
/////////////////////////

Fig. 10.20. Solar salt pond side view.
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Solar salt ponds have been demonstrated on a small scale. In particular, the largest
constructed was located beside the Dead Sea in Israel, and was initially sized for a
5 MWe output using a 1 km? pond. The actual unit operated with 1% solar-to-electric
efficiency* until it was shut down in 1989. There are several issues with solar salt
ponds:

e water loss due to evaporation,

e the need to maintain a critical water-salt chemistry balance to form the required
salt concentration gradient,

e inefficiency due to the small temperature difference which, via Carnot, means
that the thermal efficiency is very low, and

e the surface area of the pond needs to be large for a reasonable power output,
which leads to high capital cost.

10.4.2 Solar chimney

A solar chimney plant is a hybrid plant that utilizes sunlight-induced temperature
differences to create a natural draft within a tall tower, as shown in Fig. 10.21.
A greenhouse of sorts is established within the outer solar collector. The draft created
within the tower is then harnessed using wind turbines, thereby making the solar
chimney a hybrid solar—wind system. Thermal mass elements can be placed within
the collector region of the facility so that heat storage occurs during daylight, and
then during nighttime or inclement conditions the heat is released and the draft
continues at a reduced level for some limited time period.

A pilot solar chimney plant was constructed at Manzanares, Spain and operated
from 1982 to 1988. The 50 kWe plant had a tower of 194.6 m height and 10.16 m
diameter, with collector area covering 46,800 m? at average height of 1.85 m.* The
pilot plant produced a temperature rise of 20°C yielding an upward air flow of 9 m/s

Sunlight
Tower
T Transparent
collector
— >  —
77 7 7 Z Z

Wind turbine

Fig. 10.21. Solar chimney utilizing greenhouse effect to create air draft.



Solar Thermal Electric Power Plants 243

under load conditions. The plant achieved a solar-to-electricity efficiency of only
0.53%.%

10.5 Environmental Impact

All electricity generation schemes have some environmental impact. As a thermal
cycle, CSP has the potential to generate thermal pollution. Moreover, the solar
thermal approaches that employ a steam turbine cycle require condenser cooling
water — such clean water is generally at a premium in the arid regions of the world
in which sunlight is correspondingly so plentiful.*’ Straining water resources is
not the only impact of solar thermal facilities; for example, McCrary et al. found
an avian mortality rate of ~2 birds/week at the Solar One plant.*® Other possible
environmental impacts include land use, accidental chemical releases, aesthetics,
and effects on the local ecosystem, including loss of habitat.**=3! With respect to
land use, CSP facilities require about 2 ha (5 acres) per MW of installed capacity.
However, use of CSP has the potential to offset emissions, such as CO,, SO, and
NO,, from other electric generation technologies.

Conversely, the environment also has an effect on solar plants. Interestingly,
the June 1991 eruption of Mount Pinatubo in the Philippines led to a 15-20%
reduction in the direct beam radiation at mid-latitudes.’> The SEGS units recorded
a direct normal insolation of 6.32 kWh/m?/day in 1992 as compared to an average
of 7.94 kWh/m?/day for 1988—1990;% the operators attributed the 20% reduction to
a combination of Mt. Pinatubo and the weather phenomenon known as El Nino,
which brings above normal rainfall to California.

10.6 Concluding Remarks

With concerns over climate change (global warming) due to carbon dioxide emis-
sions from fossil fuel burning, green electricity generation technologies, such
as solar, will see increasing interest and investment. It is also noteworthy that
besides electricity generation, CSP facilities have been proposed for other uses
including desalination,”>>* coal gasification, water splitting to yield hydrogen,
and destruction of hazardous chemicals.”’
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This chapter starts with an overview of charging technologies. It then touches upon
various sources of losses such as power conversion loss and charge—discharge loss
in batteries. Thereafter a detailed discussion on tracking loss is provided to develop
the basis for Maximum Power Point Tracking (MPPT). Detailed mathematical
modeling is then provided to build a relationship between various parameters which
is then used to explain the basic algorithm. Advance topics associated with MPPT
systems complete with pseudo-code and experimental results and in-depth expla-

nations are presented.

11.1 Solar Battery Charging

The humanity has since long understood that fossil fuel driven development is
not sustainable. Eventually alternatives have to be explored to continue with the
current pace of economic growth. Imported from some of the most unstable regions
of the world, the fossil fuel also compromises a nation’s energy security. Only
recently, artificially driven fuel prices triggered economic recession all over the
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Fig. 11.1. Solar PV battery charging system.

world. While these concerns gave tremendous impetus to adaptation of Solar Tech-
nologies as a “Green” alternative, high initial cost remains a stumbling block in its
wider adaptation.

Battery charging is one area where Solar Photo Voltaic (PV) systems can emi-
nently replace diesel-generators. They also find use in applications such as solar
lighting especially in areas where the grid is not present. In developed countries it
is mostly limited to camping sites and log cabins but in the developing world these
can be primary source of energy to billions who have yet to see a functional grid
reaching their homes.

The charge controller can be a simple on-off arrangement to protect deep dis-
charge overcharging of the battery, or something more involving such as a Pulse
Width Modulated (PWM) or MPPT charge controller, as shown in Fig. 11.1.

In these systems the solar PV array sources the current that is used to charge the
batteries when the sun is available. The load uses this energy as and when required.
Solar battery charging can be simple and straightforward. The charge controller
may only ensure that the battery must never be overcharged or under-discharged.
This ensures that life of the battery is not unduly shortened. While meeting this
condition is simple, the real challenges in solar PV battery charging are several.
These challenges emerge from complex physics of the Solar PV system and the
even more complex electro-chemistry of chemical storage batteries. The primary
challenge is to know and minimize the various losses that incur in the system. The
real sources of losses that must be optionally addressed by the controller stem from
this complexity are discussed next.

11.2 Various Sources of Losses

The electricity from the grid extracted from burning coal is priced at about US$0.06
in India. On the other hand the electricity from a fully battery backed solar PV



Maximum Power Point Tracking Charge Controllers 249

system will be 10 times more expensive. Clearly the solar photo-voltaic resource
is an expensive alternative. Extensive government subsidies are keeping the cost
somewhat bearable but it is important, nevertheless, to closely look at the various
sources of losses and consider minimizing them when designing or selecting charge
controllers.

11.2.1 Power conversion loss

This is the loss that occurs in the power electronics. Some energy is dissipated in
magnetic components such as transformers and inductors while considerable energy
is lost during switching of power devices. Substantial conduction or ohmic losses
also take place inside the power electronics devices.

The charge controller inherently dissipates power through these three sources. A
power electronics equipment operates at efficiency levels as low as 80%. Typically
several such equipment are in series. One example is a charger in series with an
inverter, and in such a situation efficiency is as low as 60%. Under special situation
when no switching is taking place and only conduction losses are in picture, the
efficiency can be around 95%.

11.2.2 Charge/discharge loss

While power conversion losses is a fairly well understood phenomenon, losses in
charging and discharging chemical batteries is more complex. Due to underlying
electrochemistry of a battery, a fraction of the power made available to the battery
is dissipated as heat. Similarly the entire power that is stored in a battery cannot be
used by the load. Overall only 80% of the power fed to the battery becomes available
to the load. This aspect has to be considered when looking for fast charging systems
or fixing the discharge rate of the batteries. Complex electro-chemistry of these
batteries ensures that much of the charge—discharge process is understood only
by empirical means and results have shown that PWM charging can improve the
efficiency considerably.

11.2.3 Tracking loss

Physics of solar cells present an equally daunting challenge. It turns out that the
maximum power available at the output of a solar PV cell (and therefore module
or array as well) is a function of its operating voltage and temperature. The value
of this voltage is in turn a function of instantaneous incidental solar insolation and
ambient temperature as shown in Fig. 11.2. Typically about 30% of the power is
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Fig. 11.2. IV Curve of solar PV cell as a function of solar insolation and cell temperature.

lost to tracking which would have been otherwise been available to the load. In the
next two sub-sections we delve deeper into understanding this loss.

11.2.3.1 lllustrating the tracking loss

Let us look closely at Fig. 11.2. Now let us assume that in the morning a battery in a
deep discharged state is connected to the panel. What will happen when the battery
starts charging from 11V from a panel with IV characteristics shown in Fig. 11.27

Let us say that when solar insolation is 1000 W/m? and temperature of the cell is
330K, the panel will source 62 W of power to the battery. The situation will change
when a passing cloud reduces the insolation to 600 W/m? and temperature to 300 K.
While the total power available was 50, only 45 W will be sourced.

A loss of 5W in a system is prohibitively expensive!

This process of tracking loss resulting from that situation is elaborated in
Fig. 11.3. The battery voltage is shown along the dotted line. When the solar inso-
lation is 1000 W/m? and cell temperature is 300 K the panel is charging the battery
at close to full power and is transferring 79 W as shown by the red band. However
if the cell temperature increases to 330K at the same insolation then this system
will give only about 53 W even though the power available was 63 W as depicted by
the large pink band. Over the day, both insolation and temperature are continually
changing and these bands add up to a significant overall loss. As we see in the next
sub section, this adds up to 30% in a typical system.
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Fig. 11.3. Illustrating loss in charging a battery at 12.5V under varying insolation and
temperature condition.

11.2.3.2 Calculating the tracking loss

Interesting insight into this loss can be obtained by calculating the Wp requirement
of the panel and AH for the battery. Let us run a typical design flow for a PV power
plant which will reveal the tracking loss, and design a PV power plant to meet the
load condition defined in Table 11.1.

Sizing the battery bank and PV array

The load will be powered by an inverter which will convert the DC voltage at the
battery terminals to the required AC voltage. Like any power electronics system we
must consider 20% losses in the inverter system to which the load will be connected.

Table 11.1. Example load condition.

Calculating the load  Watts/Unit No Watts Total Hrs/Day = Wh/Day
Fan 100 8 800 9= 7200
Tube Light 60 8 480 9= 4320
Total Wh/Day 11520

Enter Backup required for no. of days 1

Enter DC Bus Voltage at the Battery Bank 24

Enter Average Sun per day 6

Enter Depth of Discharge
(Not more than 80%) 50%
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To compensate for this loss, the total Whr that is to be stored in the batteries should be
20% more than what is demanded by the load. This means that a total of 13824 Whr
of energy needs to be stored in the batteries to provide 11520 Whr demanded by the
load.

Since the DC bus voltage is 24 V, the the battery must provide 576 AH to meet the
energy requirement of the load. The battery bank is designed to provide the desired
terminal voltage and AH capacity.

Battery sizing
Amp Hour from Battery per day: 576 AH

The entire energy stored in the battery should not be used up. This is essential
as a deep discharge will shorten the life of the battery. Therefore we assume
only 50% discharge and hence the AH of the battery bank must accordingly be
1152 AH.

We take a Tubular Lead Acid 12V, 150 AH battery and connect 8 such battery
in parallel to provide 1200 AH. Two such bank are connected in series to get 24 V.
The total batteries required will be 16.

Array sizing

The charge—discharge process of the battery bank is also lossy. This loss of about
20% power must also be compensated by the panels. This means we need 691.2 AH
from the panel every day to replenish the batteries. The panel will start charging the
battery bank in the morning and will continue to do so till sunset. Now let us assume
that in the location where the PV system is located the average sunshine per day is
6 hours. This means that the total energy harvested by the panel over the day will
be equivalent to operating the panel at its peak capacity for 6 hours. Therefore the
panel must supply only a sixth of the required AH viz 115.2 A can be sourced from
the array.

This requirement will be met by taking an 119 Wp panel with operating values
17V and 7 A, we connect 17 in parallel and 2 such bank in series. Total Panel will
be 34.

To meet the energy requirement of 11520 Whr, investment is made in panels that
can source 24276 Whr of energy. Of this only 47% is utilized.

We have assumed power conversion loss and charge control loss to be 80%. This
leads to the tracking efficiency of 75%.

11.3 Charge Control in Battery Backed PV Systems

The battery bank has the highest lifecycle ownership cost in a battery backed PV
system. The bank also dissipates a sizeable amount of energy during its charging and
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discharging. Therefore it is imperative to understand the charge control process while
designing an optimal PV system. In selecting a charge controller a deep cost-benefit
evaluation must be carried out taking into account both charge—discharge efficiency
and life of battery bank. Application specific features such as fast charging also need
to be analyzed before converging on a specific charge controller.

An in-depth study of charge control and controller is outside the scope of this
chapter but an outline is necessary for sake of completeness. The panels cannot be
connected directly to the battery bank in most systems because deep discharging and
overcharging of the batteries can significantly reduce the life and overall efficiency of
the battery bank. Charge controllers with a whole range of features are commercially
available. The basic controller only protects the battery from deep discharge and
overcharge. The advance designs incorporate PWM charging for more efficient
and fast charging. The MPPT controllers reduce the tracking losses in the panel.
Some controllers incorporate algorithms that enhance battery life and reduce the
charge imbalance in systems with many cells. Commercially available systems are
essentially three types. The on-off system or linear charge controller, the PWM
controller and MPPT. They are explained in the next section.

11.3.1 Linear charge control

The most basic of any charge control strategy — linear charge controllers — are also
the cheapest controllers available. These controllers only ensure that the batteries
are never deep-discharged or overcharged. This can be done by series controllers
which disconnect the battery from the panels or shunt controllers which shorten the
panels and thereby effectively disconnecting the batteries from the panel. In either
case the battery life is shortened in the long run by deposition of sulfur on the surface
of the lead due to exposure to continuous charging currents. Such controllers can
only be recommended for very small systems.

11.3.2 PWM charge controller

Empirical understanding of charging chemical batteries has shown that the charging
efficiency can be increased by using pulsed current. This enhances the efficiency
to about 90%; a substantial improvement from a typical 80% charge discharge
efficiency achievable by linear control methods.

Use of active power electronics allows implementation of many more features.
The charge controller can implement a process for removing sulfur from the surface
of the lead, reduce charge imbalance in individual cells common in large multi-cell
banks. Some application may demand fast battery charging and the controller can
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implement algorithms for the same. More expensive than linear controllers, PWM
chargers are recommended for larger systems using lead-acid batteries.

11.3.3 MPPT controller

MPPT charge controllers use specialized algorithms that continually adjust the oper-
ating voltage of the panel such that the maximum available energy is harvested.
More expensive, these controllers are currently available in ratings of few amps to
a hundred amps. As technology matures and newer techniques reduce the cost of
implementation these systems are finding their way into smaller systems such as
solar street lights and other erstwhile areas of linear charge controllers.

The MPPT controllers ensures maximum utilization of PV resource and PWM
controllers ensure maximum utilization of the energy storage system. Controllers
incorporating basic features of both MPPT and PWM charge controllers will sig-
nificantly improve the performance of battery back PV systems in the near future.

11.4 Maximum Power Point Tracking (MPPT)

MPPT systems adjust the duty cycle of the converter in such a way that the operating
voltage of the panel is consistently maintained at its maximum operating point.
Mathematically this process can be evaluated by modeling various components of
solar PV system.

The mathematical model establishes the theoretical relationship between the duty
cycle and various parameter of the PV system that helps us design algorithms that
enable maximum power transfer.

11.4.1 Solar cell

The modeling starts with the solar cell. Essentially the panel or even array dis-
plays the same behavior defined by the basic building block — the PV cell. A cell
has a non-linear relationship between its output voltage and current. The values of
these parameters depend upon solar irradiance and cell-temperature as given in the
following equation.

- —. 11.1
AkKT Rsy ( )

In the above equation, / is the output current of the solar cell, /; is the current across
the p-n junction (light generated current; this parameter depends upon the solar
insolation), /s is the reverse saturation current of cell, g is the electronic charge,
V is the output voltage of the cell, Ry stands for the series resistance (ideally zero),
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A is the ideality factor, k& denotes the Boltzmann’s constant and 7 is the absolute
operating temperature. Rgy denotes the shunt resistance, which is ideally infinity,
and therefore the last term in Eq. (11.1) is generally dropped.

11.4.2 DC-DC converter

In most applications the converter used for MPPT is a buck converter. In these
converters the Duty Cycle D that is the ratio of “on” time to total time period is
given as

D=Vy/V, (11.2)

where V and V, are the input and output voltage of the buck converter. The buck
converter and the load (Fig. 11.1) can be viewed together as a load on the solar
array system. According to the maximum power transfer theorem, this equivalent
resistance has to be same as the series resistance R of solar cell to achieve maximum
power transfer. The equivalent load resistance of the converter can be derived from
the model of the buck converter and can be given as

nR
Req = TZL (11.3)
and hence,
nRy

where 1 and R; are the converter efficiency and load resistance, respectively.

The duty cycle D is adjusted to match load impedance R to source impedance
Ry, according to Eq. (11.4), R, is inversely proportional to the square of the duty
cycle. The experimental curve verifying this relation is shown in Fig. 11.4(a).

According to the solar cell characteristic equation, the dependency of panel
current and power upon the converter duty cycle are given by the following equations.

qnR;
1=1; -1 —1 11.5
L — 1o {GXP |:AkTD2] } (11.5)
and
NRLoAD nRLoAD qnR{ 5ap
P=1 —1 ——17. 11.6
: ( D2 ) 0 ( D2 ) !CXP[ AKTD? (1.0

11.4.3 MPPT algorithm

Equations (11.3) and (11.4) establish the relationship between the power available
from the panel and the duty cycle. It can also be seen in Figs. 11.4(a) and 11.4(b).
Once it becomes evident that voltage of the panel is a function of duty cycle of the
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Fig. 11.4. (a) Relation between equivalent resistance and duty cycle, (b) relation between
panel current, voltage and power with duty cycle of converter.

converter, or alternatively, the equivalent resistance is a function of duty cycle, these
parameters can be used for tracking the maximum power point.

The most effective way of finding this duty cycle is by a search algorithm com-
monly referred as the Perturb & Observe (P&O) algorithm (Fig. 11.5). This algo-
rithm is one of the standards in industry and has the advantage of simple software and
hardware realization. The Maximum Power Point (MPP) is searched by changing
the duty cycle according to the following equation.

D(k) = D(k— 1) £ C. (11.7)

Here D(k) and D(k — 1) are duty cycle at kth and k — 1th sampling instant. C is
a constant search step. The sign of this step C defines the direction of search as
detailed in the pseudo code.

11.5 Advance Issues and Algorithms

In Sec. 11.2.3 the cost saving potential of MPPT charge control is discussed. A
theoretical potential of saving almost 30% cost exists by using a MPPT charge
controller or implementing P&O algorithm as discussed in the preceding section.



Maximum Power Point Tracking Charge Controllers 257

Initialize Duty Cycle, D = Dk — 1
Initial Voltage and Current (V and 1)
Calculate initial Power (Pk — 1)
CcC=+C

LOOP
Dk)=Dk—-1)+C
Calculate Py

If (P > Pr—1)

C = +CELSE
cC=-C

D(K) = D(K — 1)

Goto LOOP

Fig. 11.5. Pseudo-code for P&O algorithm.

This cost reduction however remains only a theoretical potential due to a number of
factors that makes true operation at maximum power point a difficult preposition.

The search algorithms that are used for tracking the MPP are essentially variants
of gradient following method — a well known search algorithm. All implemen-
tations of the P&O algorithm or algorithms based on instantaneous evaluation of
power including the basic implementation discussed in Sec. 11.4 will inherit all the
limitations of the gradient-following method. The system never rests at the MPP
but continually oscillates around this point due to a finite step size C or AD. This
constant step size A D is also responsible for the most prominent and well known of
the limitation of the algorithm that is the dynamics versus tracking trade-off which
relates to finding the optimal search step. Another is a problem specific to the solar
PV system — the drifting of the operating point away from MPP during changing
atmospheric conditions.

11.5.1 Search steps

The step size AD in the search algorithm is constant. A choice of large step size in
P&O algorithm will improve the dynamic response but in turn will cause oscillations
during the steady state. Since the atmospheric condition is fairly dynamic the large
step size offers distinct advantage but results in continuous power loss during the
steady state operation. A choice of small step size impairs the dynamics of the
converter. It also leads to poor utilization of the solar cell since the system is unable
to track the MPP quickly under changing atmospheric conditions and during startups.
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Fig. 11.6. Start up and steady state performance of P&O algorithm (a) at AD = 0.5% and
(b) AD =2.5%.

This trade-off is evident from experimental results documented in Figs. 11.6(a)
and 11.6(b). In both cases the system is operated from an initial duty cycle which
is shown as initial step in the Fig. 11.6. This is done as the duty cycle typically
corresponding to MPP point is rarely small and so starting from zero duty cycle is
not required. In the figures the step-size is indicated by A D.

Analyzing the results in Fig. 11.6(a) where the step size is 0.5% we clearly see
that the time taken to reach a steady state near the MPP is very long. The system is
also more susceptible to noise but steady state oscillations are minimized. Looking
at the results in Fig. 11.6(b) where the step size is increased to 2.5% the system
latches up to MPP very quickly and is also less susceptible to noise but there is
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considerable amount of steady state power loss due to continuous and significant
oscillations around the MPP.

Variable step size algorithm

An immediate conclusion of empirical observations documented in Figs. 11.6(a) and
11.6(b) is to introduce a variable step size mechanism in the algorithm. A variable
step size would require calculating a parameter that is large when the system is far
away from the MPP and monotonically decreases as the MPP is reached.

A study of an experimental P-V curve and its derivatives indicates that the
derivatives are uniquely suitable for step size after proper scaling. The derivative is
large when the operating point is away from MPP, and monotonically decrease as
the MPP is approached.

From the results shown in Fig. 11.7, it is clear that the derivative of power with
regard to voltage can be used as the scaling parameter for the step change in duty
cycle for the next sampling cycle while directly manipulating the duty cycle to locate
the MPP. This is given by the following equation

| P(k) — P(k — 1)|

Dk+1)=Dk £+t M .
kD =DO =M v Ve =)

(11.8)

Here M is a suitable scaling parameter, D(k), P(k) and V(k) are Duty cycle, Power
and Voltage at Kth instant. D(k + 1), P(k + 1), V(k + 1) are duty cycle, Power and
Voltage at (k + 1)th instant, respectively.

Use of the variable step size can significantly improve the system dynamics as
can be seen in the experimental test results given in Fig. 11.8. A large step size during
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Fig. 11.7. Experimental PV curve from solar PV panel and its derivative.
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Fig. 11.8. (a) Tracking performance during startup and a step change in the power level,
(b) graph showing changes in step size at the start up and during and after a step change in
power level.

startup takes the system quickly to maximum power point. A very small step size
during steady state operation eliminates energy loss due to steady state oscillations.
Susceptibility to noise is considerably reduced as well.

Analyzing the empirical observation in Fig. 11.8 clearly indicates that the step
size is increased when the operating point is away from the MPP. As shown during
the startup the step size is large which rapidly reduces as the system approaches
the MPP. During the steady state operation the step size reduces to a naught as the
derivative becomes negligible at the peak. When a step change is introduced in the
power level the peak shifts and hence the derivative term builds up. A corresponding
increase in step size immediately takes the system to its next steady state.

11.5.2 Drift

Drift is a situation when an MPPT algorithm drifts away from the MPP during
changing atmospheric condition. In most parts of the year the atmospheric conditions
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Fig. 11.9. Mechanism of drift in MPPT algorithms.

are highly dynamic. Movement of clouds and wind ensure that the operating point
is continually in a dynamic state. Therefore drift considerably impairs the energy
harvest capability of the MPPT system.

The genesis of the drift in standard algorithms stems from the limitation arising
out of considering instantaneous power values in deciding the search direction. The
mechanism of the drift is explained using a typical situation shown graphically in
Fig. 11.9.

Let us assume that the system was under a steady state oscillation about MPP in
a stable cloudy condition with insolation of 300 W/m?. At a time when the operating
point was oscillating towards the MPP from A by reducing the duty cycle, the cloud
begins to scatter and the solar insolation begins to increase to 600 W/m?. Due to this
change the operating point shifts to B.

The search algorithm is tricked into believing that by reducing the duty cycle
the power level is increased as it has no way to cross check that points A and B
lie on different /-V curve. Now as the cloud cover is eliminated and the insolation
is 1000 W/m? the search algorithm continually reduces the duty cycle, effectively
shifting the system farther and farther away from MPP to point C. It is only when a
steady state is reached that the algorithm will correct itself and start increasing the
duty cycle to take the operating point to MPP.

Avoiding drift: The full curve evaluation (FullCurvE) algorithm
Drift is a limitation of algorithms that chooses a search direction by evalu-
ating changes in instantaneous values of power. This way the algorithm cannot
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Fig. 11.10. (a) Full curve evaluation algorithm, (b) start up with FullCurvE algorithm.

discriminate whether the power value changes due to duty cycle correction by the
algorithm or due externally to changing atmospheric condition.

One of the ways of overcoming it would be an algorithm that evaluates the
complete /-V curve. This is done by the Full Curve Evaluation (FullCurvE) Algo-
rithm. FullCurvE algorithm, which aims to eliminate this deficiency by evaluating
the entire power curve at each sampling cycle. Working of the algorithm is shown
in Fig. 11.10(a).

At sampling instant k, the power is evaluated at the duty cycle Dy. Subsequently
the duty cycle is perturbed at Dy + AD and Dy — AD to get the corresponding
power levels P™ andP~, respectively. In case of change in the insolation level
between successive sampling runs, the operating point automatically jumps to the
corresponding point in the new curve as shown in Fig. 11.10(a), since the duty cycle
is not changed. In the next sampling run all the three points are identified to evaluate
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the shape of the curve at the particular operating point as seen experimentally in
Fig. 11.10(b). The performance of the algorithm is defined by the sub-sampling
frequency depicted as w in the figure.

The FullCurvE algorithm is given as below.

Sample Py Py, Py

If(Pk_ < Pk AND Pk <= Pk+)
D=D+ AD

OR

If(Pk_ >= PkAND Pk > Pk+)
D=D—-AD

ELSE

No Change

11.6 Conclusion

A battery backed PV system will play an important role in the assimilation of
PV technology. Their range of application will be enormous. Due to high initial
cost of these systems and also substantial lifecycle ownership cost of the battery
bank it is important to closely understand the features in the charge controller
that can simultaneously reduce the various losses and also enhance life of the
battery bank.

Of the various losses in these systems tracking losses are sizable and need to
be contained. This can only be done by employing MPPT charge control. Typically
30% more energy is harvested by such a system. In a battery backed system the cost
of a PV component is more than 50% of the overall system cost and this increase in
efficiency has a significant impact on the price and therefore on the viability itself
of battery backed systems.

The MPPT systems are as efficient in containing tracking losses as the MPPT
algorithm that runs inside them. The standard algorithm which is the P&O algorithm
has two serious limitations. The trade-off in its dynamic and steady state performance
can lead to significant losses as ability to handle one of the two aspect is always
limited. Drift is another source of loss.

Market forces and technology innovation are driving down the price of these
system constantly. The introduction of MPPT chargers in smaller applications aimed
at wider assimilation in developing economies such as Solar Lanterns and Street
Light will help reduce cost of these systems and bring them within reach for common
people.



264 A. Pandey, N. Thakur and A. K. Mukerjee

11.7 Further Readings

(a) MPPT algorithms'-?

e The MPPT system must proliferate small systems such as solar lights and
lanterns. To enable this it is required to use simple algorithms and fewer
sensed variables. These papers present the fundamental approach towards
evaluating MPPT algorithms. A whole range of algorithms are presented and
compared.

(b) Fast tracking and low-oscillation (Variable step size)>*

e The trade-off in P&O algorithm is identified in these pioneering works.
(c) Drift avoidance, fast tracking and low cost solution®™

e Several advance algorithms for drift avoidance and fast tracking is presented
and compared in these papers. It is shown, by fast tracking and avoidance of

drift simultaneously a significant energy harvest is possible.

(d) Partial shading (local maxima) and hybrid methods'®~"3

e PV systems are designed taking shadowing into account. However, for small
systems this may not always be possible. Moreover in vehicles and other
applications where the panel is moving, it becomes even more difficult. Partial
shading of the panels will cause local maxima in the I-V curve.
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Solar energy is a very large, inexhaustible source of energy. The solar thermal
technologies use the sun’s heat. Non-grid solar thermal technologies like water
heating systems, solar cookers, solar drying applications and solar thermal building
designs are simple and can be readily adopted. These technologies help to conserve
energy in heating and cooling applications. Solar thermal devices use direct heat
from the sun, concentrating it to produce heat at useful temperatures.
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12.1 Introduction

Solar energy is the most promising of the renewable energy sources in view of
its apparent limitless potential. The sun radiates its energy at the rate of about
3.8 x 1023 kW per second. Most of this energy is transmitted radially as electromag-
netic radiation which comes to about 1.5 kW/m? at the boundary of the atmosphere.!
Solar energy provides an inexhaustible source of energy to mankind. Earlier times,
solar energy was used for drying and other purposes but to a very low efficiency.
Solar radiation is available at any location on earth. The total world average power
at the earth’s surface in the form of solar radiation exceeds the total current energy
consumption by 15000 times, but its low density and geographical and time vari-
ations pose major challenges to its efficient utilization. Utilization of solar energy
can change the energy consumption pattern of rural masses in particular for various
energy needs provided solar devices are simple and require low maintenance and
economical.!

Solar energy can be utilized by two routes namely solar thermal and solar photo-
voltaic. Solar thermal energy devices convert radiant energy of the sun into thermal
energy for different productive works. It is a promising way of utilizing solar energy
by converting it into thermal energy which is largely required by industrial and
domestic consumers. Solar thermal energy devices convert radiant energy of the sun
into thermal energy for different productive works. The conversion of sunlight into
thermal energy is easily or conveniently achieved by means of a metallic or plastic
cover painted black with ordinary black board paint or having selected coating over it
and covered with one or double glazing cover for transmitting solar radiation inside
it.2 In the terms of the amount of energy available for utilization the solar energy
option is the largest energy resource with the added advantage of being environment
friendly and renewable.

12.2 Solar Collectors

The heart of any solar thermal device is the solar collector. Solar radiation is absorbed
in a solar collector and the absorbed solar energy is converted into heat to raise the
temperature of the working fluid.> The two types of collectors are the flat-plate
collector and focusing collector.

12.2.1 Flat plate collector

Flat-plate collectors are the more commonly used type of collector today. They are
arrays of solar panels arranged in a simple plane. They use both beam and diffuse
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Fig. 12.1. Schematic view of a flat plate collector.

radiation of the sun. They can be of nearly any size and have an output that is directly
related to a few variables including size, facing and cleanliness. These variables all
affect the amount of radiation that falls on the collector. Often these collector panels
have automated machinery that keeps them facing the sun. The additional energy
they take in due to the correction of facing more than compensates for the energy
needed to drive the extra machinery. Flat-plate collectors are in wide use for domestic
household hot-water heating and for space heating, where the demand temperature
is low. The schematic view of flat plate collector is shown in Fig. 12.1.

The basic parts noted are an absorber, transparent cover sheets and an insulated
box. The absorber is usually a sheet of high thermal conductivity metal with tubes or
ducts either integral or attached. Its surface is painted or coated to maximize radiant
energy absorption and in some cases to minimize radiant emission.!> The cover
sheets called glazing, let sunlight pass through to the absorber but insulate the space
above the absorber to prohibit cool air from flowing into this space. The insulated
box provides structure and sealing and reduces heat loss from the back or sides of
the collector.

12.2.2 Concentrating (focusing) solar collector

Focusing collectors are essentially flat-plate collectors with optical devices arranged
to maximize the radiation falling on the focus of the collector. These are currently
used only in a few scattered areas. Solar furnaces are examples of this type of col-
lector. The schematic diagram of focusing collector is shown in Fig. 12.2. Although
they can produce far greater amounts of energy at a single point than the flat-plate
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Fig. 12.2. Schematic diagram of a focusing collector.

collectors can, they lose some of the radiation that the flat-plate panels do not. Radi-
ation reflected off the ground will be used by flat-plate panels but usually will be
ignored by focusing collectors (in snow covered regions, this reflected radiation
can be significant). One other problem with focusing collectors in general is due
to temperature. The fragile silicon components that absorb the incoming radiation
lose efficiency at high temperatures and if they get too hot they can even be per-
manently damaged.! The focusing collectors by their very nature can create much
higher temperatures and need more safeguards to protect their silicon components.

12.3 Solar Drying

Drying means removal of moisture from a substance involving simultaneous transfer
of heat to the substance which is known as a unit operation. The solar dryer is a
device which uses solar energy for drying. There are several processes by which
heat can be transferred to a substance like conduction, convention and radiation.
Traditionally, drying of agricultural products is done on the open ground directly
under the sun. This method is known as open sun drying. This leads to losses due
to uncontrolled drying, besides causing contamination of the product. Various types
of solar dryers have been developed as an alternative to open-air sun drying and
other conventional drying methods.* These include cabinet type solar dryer suitable
for small scale use, roof integrated solar heating systems and solar dryer based on
flat plate collectors. Solar heated air can suitably be used for space heating during
winter in cold regions and can meet process heat requirement in industries. There are
different type solar dryer used for drying application worldwide. Broadly, the solar



Non-grid Solar Thermal Technologies 271

dryer can be classified into two categories (a) passive solar dryer (natural circulation)
and (b) active solar dryer (forced circulation).

12.3.1 Passive solar dryer

A passive solar dryer is one in which the drying product is directly exposed to the
sun’s rays. Direct passive dryers are best for drying small batches of fruits and veg-
etables such as bananas, pineapples, mangoes, potatoes, carrots and French beans.’
This type of dryer comprises of a drying chamber that is covered by a transparent
cover made of glass or plastic. The drying chamber is usually a shallow, insulated
box with air-holes in it to allow air to enter and exit the box. The food samples are
placed on a perforated tray that allows the air to flow through it and the food.

The experiment conducted on an indirect maize dryer.® The dryer consisted of
a single-glazed passive solar air heater with a 1 m? single flat-plate absorber and an
air gap of 5 cm from the glazing. The air heater was connected to an insulated drying
bin equipped with a chimney as illustrated in Fig. 12.3. The entire dryer assembly
was made from hardboard. To improve efficiency, the air heater was modified with a
wider air gap (15 cm) to accommodate three layers of wire-mesh absorber between
the glazing and the flat-plate absorber. The dryer was capable of drying 90 kg of wet
maize from a moisture content of about 20 per cent wet basis to 12 per cent within
3 days on a bright day.

Punjab Agricultural University, Ludhiana, India developed domestic size solar
dryer for drying chillies, garlic, ginger, mango powder, coriander, onion, fenugreek
leaves, etc.” The main parts of the dryer are the hot box, base frame, trays and shading
plates. The frame of the hot box is made of angle iron (19 x 19 x 1.6 mm thick).

Roof
(Uninsulated)
Chimney

Insulating panels Chimney

Drying bin
(Insulated)

Unloading
door

Glass cover of
salar collector

Fig. 12.3. Natural circulation solar maize dryer.°
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Fig. 12.4. Domestic solar dryer.’

The back, top and one side of the box are insulated with 5cm thick thermocole
sandwiched between two GI sheets. On the other side of the dryer, an insulated
door is provided for loading and unloading the perforated trays. The door is made of
2.5 cm thick thermocole insulation sandwiched between two 26 gauge GI sheets. For
air flow, 40 holes of 8 mm diameter with total area of 2 x 10~3 m? were provided. The
interior of the dryer is painted with dull black paint for absorption of solar radiation.
A 4 mm thick transparent window glass sheet is fixed as glazing on the front of the
hot box for solar energy interception. The glazing is fixed to the hot box with the
help of an aluminum angle (Fig. 12.4). The aperture area of this dryer has been kept
at 0.36 m? such that it is capable of drying about 1kg of fresh product per day.

A distributed natural-circulation type solar-energy dryer was designed and
developed?® as shown in Fig. 12.5. The dryer comprised of the following basic units:
(a) an air-heating solar-energy collector, (b) appropriately insulated ducting, (c) a
drying chamber and (d) a chimney. It was found suitable for drying most of the agri-
cultural produces. The results from the experimental facility have demonstrated the
superior drying characteristics of the integral type, natural-circulation solar-energy
dryers over traditional open sun drying.

The solar greenhouse dryer based on natural circulation principal was reported
by the Brace Research Institute glass-roof solar dryer.”~!' The dryer (Fig. 12.6)
consisted of two parallel rows of drying platforms (along the long side) of galvanized
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Fig. 12.5. Distributed-type (indirect) natural-circulation solar energy dryer.?

iron wire mesh surface laid over wooden beams. A fixed slanted glass roof over the
platform allowed solar radiation over the product. The dryer, aligned lengthwise
in the north-south axis, had black coated internal walls for improved absorption of
solar radiation. A ridge cap made of folded zinc sheet over the roof provides an air
exit vent. Shutters at the outer sides of the platforms regulated the air inlet.

12.3.2 Active solar dryer

In the active solar drying system, hot air was generated outside the drying chamber.
In an active dryer, the solar heated air flows through the solar drying chamber in such
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Fig. 12.7. (a) Experimental setup of open sun drying and greenhouse drying under natural
convection,'? (b) Experimental setup of greenhouse drying under forced convection.

a manner as to contact as much surface area of the food as possible. Thinly sliced
foods are placed on drying racks, or trays, made of a screen or other material that
allows drying air to flow to all sides of the food. Once inside the drying chamber,
the warmed air will flow up through the stacked food trays. The drying trays must
fit snugly into the chamber so that the drying air is forced through the mesh and
food.'? Active solar dryers are known to be suitable for drying higher moisture
content foodstuffs such as papayas, kiwi fruits, brinjals, cabbages and cauliflower
slices.

The experiment conducted on the effect of the greenhouse on the convective heat
and mass transfer under forced modes'? for cabbages and peas by using the data
of crop drying (Fig. 12.7). It was concluded that (a) the convective mass transfer
coefficient inside greenhouse drying under natural mode at initial stage is lower
then for open sun drying, (b) the convective mass transfer coefficient in greenhouse
drying under forced mode is double that of natural convection in the initial stage of
drying, (c) the maximum rate of moisture evaporation took place in the beginning
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Fig. 12.8. Exhaust air recirculation arrangement in dryer.'#

of the drying time (5—6 h). The mass transfer rate became essentially constant after
20 h of drying time, (d) the behavior of the convective mass transfer coefficient in the
beginning of drying was like that of a wetted surface and at the end of the drying was
like that of a dry surface, (e) the convective mass transfer coefficient as a function
of drying time has been established with the help of a two term exponential curve
model.

The performance and evaluation of the mixed mode type solar dryer'* for drying
onion flakes (Fig. 12.8). The drying and thermal efficiencies and heat utilization
factors were recorded as 21, 74 and 31 per cent respectively, more compared to the
recirculation of exhaust air test. The quality of dried onion flakes without recircu-
lation of exhaust air test was superior. The recirculation of exhaust air was founded
feasible only with use of desiccant material.

A batch type solar dryer was designed and simulated!® for agriculture produce.
The dryer was tested during periods of low sunshine; a heater was used to boost
up the temperature (Fig. 12.9). The onion was chosen as the dried product because
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Fig. 12.9. Batch type solar dryer.!

of its swift deterioration property. The shrinking effect has been taken into consid-
eration. The results showed that drying is affected by the surface of the collector,
the air temperature and the product characteristics. Significant improvements were
registered in the results, after the heater is added.

12.4 Solar Cooking

Cooking is the most energy intensive activity in domestic sector. Cooking is the
major energy consuming operation for rural household women. Solar energy being
renewable and free source of energy can be used for thermal applications viz., drying,
household cooking, etc. Cooking food with solar energy is a simple application
solar thermal technology.!® The solar cooker works on the principle of solar energy
absorption and requires no fuel, emits no smoke, does not spoil the cooking utensils
nor stain the kitchen walls with soot, and keeps the environment clean. The principal
methods of cooking food are boiling, frying, roasting and baking. In conventional
food habit the boiling technique is employed for preparation of pulse, vegetables
and rice and during this process the temperature of food being cooked is about
100°C. For other methods of cooking, higher temperature is required. For frying
and boiling, heat is supplied from all the sides of the material being cooked and heat
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is transferred to the food through convention and radiation. There are three broad
categories of solar cookers available for cooking of food, namely, focusing type,
box type and advanced type.

12.4.1 Focusing type solar cooker

In this type of solar cooker some kind of solar energy concentrator is used, which
ultimately reflects the sun’s rays to a common point on which a cooking pot is
placed. In this type of solar cooker, the cooker utilizes the direct radiation only.

12.4.2 Box type solar cooker

This type of solar cooker, commonly known as a hot box, consists of a well insu-
lated box, the inside of which is painted dull black and is covered by one or more
transparent covers. The purpose of these transparent covers is to trap heat inside the
solar cooker. These covers allow the radiation from the sun to come inside but do not
allow the heat from the hot black absorbing plate to come out of the box. Because
of this the temperature of the blackened plate inside the box increases and can heat
up the space inside to temperature up to 140°C which is adequate for cooking. The
box type solar cooker is illustrated in Fig. 12.10. The box type solar cooker has

Plane Mirror

Cooking
Container

Cover Glass

Mirror

Insulation Support
Material
(Glass)
Hinged
Adjustor
and Guide

Fig. 12.10. Schematic view of box type solar cooker.
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reached the commercialization stage. The important parts of a simple box type solar
cooker are:

(1) Outer box
The outer box of a solar cooker may be made of wood, iron sheet or fiber reinforced
plastic with suitable dimensions.

(2) Inner box

The inner box can be made from galvanized iron or mild steel or aluminum sheet.
All four sides and the bottom of the inner box which are exposed to the sun are
coated with blackboard paint which absorbs solar radiation.

(3) Thermal insulation
The space between the outer box and the inner box is fitted with insulating material
such as glass wool, thermocole, etc. This prevents heat losses from the cookers.

(4) Double glazing

Generally a double glass cover is provided for a solar cooker. These covers have
length and breadth slightly greater than the inner box and can be fixed in a wooden
frame maintaining a small spacing between the two glasses. This space contains
air which acts as an insulator and prevents heat escaping from inside. The wooden
frame is attached to the outer box by means of hinges. A rubber strip is affixed all
around on the edges of this frame to prevent any heat leakage.

(5) Mirror

A mirror is used in a solar cooker to increase the radiation input on the absorbing
surface. Sunlight incident on the mirror gets reflected from it and enters the box
after passing through the glass covers. This radiation is in addition to the radiation
entering the box directly and helps to quicken the cooking process by raising the
inside temperature of the cooker. The use of a mirror can enhance the solar radiation
input to the cooker by about 50 per cent.

(6) Cooking containers

The cooking containers are generally made of aluminum or stainless steel. The con-
tainers are painted dull black on the outer surface so that they also absorb radiation
directly.

12.4.3 Advanced type solar cooker

It is a separate collector and cooking chamber type solar cooker where solar energy
is collected at a separate place with the help of either a flat plate or focusing collector
and then this stored heat is transferred to the cooking vessel placed either at a separate
place. Further, here the cooking in some cases can either be done with stored heat
or the solar heat is directly transferred to the cooking vessel in the kitchen.
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12.4.4 Advantages of solar cooker

The solar cooker has a number of advantages over the traditional cooking devices.
These are:

1. It preserves the nutrition value of the food (because the cooking is done at low
temperature).

It does not require constant attention.

It saves time for the housewife.

It is pollution free.

It is safe and simple.

It saves money and fuel.

It helps in preserving our environment.

It keeps the food hot for a long time.

© NN R LD

12.5 Solar Water Heating

The radiation from the sun is collected by the solar collector which converts the
radiation into heat energy. The device through which heat energy is transported
through water is called a solar water heating system. The most common way of using
solar energy is through hot water by solar water heaters. Hot water is required for
domestic and industrial uses such as houses, hotels, hospitals and mass-production
and service industries.'® Solar water heating systems are basically of two types,
namely, collector coupled to storage tank and collector-cum-storage system.

12.5.1 Collector coupled to storage tank

Collector coupled to storage tank type of water heaters are used as domestic solar
water heaters, where the maximum temperature required is not more than 70°C. In
this type of solar water heating system there can be two possible ways of extracting
heat from the collector, namely, through natural convention, generally known as
the thermosyphon effect and through a forced flow of water using an electrically
operated pump. The basic parts of solar water heating systems are:

1. Collector consisting of front glazing, metallic absorber, black insulated and
collector box.

2. Insulated storage tank with or without heat exchanger.

Piping.

4. Controls and pumps.

et
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Fig. 12.11. Schematic of a thermosyphon solar water heater.

12.5.1.1 Thermosyphon system

The most commonly used solar water heating system for domestic needs is through
a natural circulation type that consists of a flat plate solar collector connected to an
insulated storage tank. The collector is usually placed below the insulated storage
tank. Cold water from the storage tank flows down to the inlet of the collector, gets
heated in the collector and rises to the storage tank by the thermosyphon effect.!” The
schematic of a thermosyphon solar water heater is given in Fig. 12.11. A density
difference created by the temperature gradient causes the fluid to flow up in the
collector by the thermosyphon effect. The collectors are usually oriented south with
an inclination angle to latitude of the place.

12.5.1.2 Forced circulation system

The only additional component in a forced circulation system is a pump, which cir-
culates water in the collector bank. This is due to higher flow rates, leading to higher
efficiency. The system may additionally have some control instruments like tem-
perature indicators, differential thermostats, flow meters, etc. In very cold climates,
water alone cannot be circulated through the collector loop. In these climates it is
necessary to mix anti-freeze materials in the heat extracting fluid circulating through
the collector channels. In this case a heat exchanger may also be used which prevents
antifreeze fluid to flow directly through the collectors.
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Fig. 12.12. Schematic of a forced flow solar water heater.

The schematic diagram of a forced flow solar water heater is given in Fig. 12.12.
In very cold climates water alone cannot be circulated through the collector loop.
In these climates it is necessary to mix anti-freeze material in the extracting fluid
circulating through the collector channel. In such systems therefore, a heat exchanger
is introduced in the circuit. A heat exchanger is also required if two different types
of fluids are used in the collector system and the utility circuit or the quantity of
water is not suitable due to the presence of impurities.

12.5.2 Collector-cum-storage system

The collector-cum-storage type water heating system is extremely simple. It consists
of essentially three main components namely front glazing, absorber sheet and
insulated storage tank.'® In such a water heater, sunlight passes through the front
glazing and gets absorbed by the absorber which further heats the water. A schematic
diagram of system is shown in Fig. 12.13. The storage tank acts as a collector cum
storage for hot water.

12.6 Solar Distillation

Solar distillation is based on flat plate collector technology and is used to convert
salty brackish or sea water into potable water. The device used for this purpose is also
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Fig. 12.13. Collector cum storage solar water heater.

known as a solar still. In solar distillation technology water is being evaporated by
solar energy and is being condensed naturally, thus getting potable water. A number
of solar still designs have been developed and are currently used in India.'® However,
the most simple and popular design is known as the basin type solar still. It has a
rectangular or square basin made of aluminum/fibre reinforced plastic concrete. The
basin is blackened. The top is covered with a transparent material like glass with
proper sealing to allow solar energy to enter the basin and channels at the lower
ends of the sloping roof to collect pure water. When the sun rays pass through the
top transparent cover, they are absorbed by the water and the blackened basin. As
the water heats up, it changes into water vapor, which rises and condenses on the
inside surface of the transparent cover into the channels, which are collected in a
container. The silt or dirt remains in the bottom of the blackened basin.

This technology is suitable for supplying drinking water in coastal areas and to
large pockets of different parts where water is not suitable for drinking purposes. The
distilled water from solar stills can also be used for feeding batteries. Also in rural
schools of any developing country, solar stills can find applications for supplying
distilled water to school laboratories as well as demonstrate the utility of solar
energy to the students. Modular solar stills, which can deliver 2—4 litres of distilled
water every day for each square metre area, could be ideally used in large numbers
for providing potable water in remote areas for battery charging, for small health
centres, etc. Since these stills work on the principle of vapor pressure difference
between the atmosphere and on the surface of water, they deliver more output in dry
climates. A simple horizontal basin type solar still is shown in Fig. 12.14.

The operation and maintenance of the basin type solar still is simple. For efficient
use, it is to be ensured that water to be distilled is present in the basin in the required



Non-grid Solar Thermal Technologies 283

Transparent
layer

Inlet of water

l

Passage
for pure
water

Insulator

Fig. 12.14. Schematic diagram of a basin type solar still.

quantity whenever in use. For removing salt and dirt, solar stills need to be cleaned
every week by flushing the basin with water; the glazing should be cleaned at
least once each day by sprinkling water or wiping it with a soft duster to improve
transmitivity of solar insolation in the basin.

12.7 Solar Heating of Buildings

There are two basic types of solar heating of buildings:

1. Active solar heating of buildings.
2. Passive solar heating of buildings.

12.7.1 Active solar heating of buildings

In the active solar heating systems, separate solar collectors are needed for heating
the space as per requirements.'” The heating of buildings in winter is one of the
major requirements for all types of building. Basically there are three ways for
active heating of buildings: solar air heaters, solar liquid systems and solar heat
pump systems. The simplest configuration of active solar heating of a building is
shown in Fig. 12.15.

The active solar heating of buildings consists of four major parts:

(1) Solar collectors
Solar collectors may be air collectors, liquid collectors and heat pump type. In the
air collectors the air is heated and afterward the heat is transferred to living space



284 M. S. Seveda, N. S. Rathore and V. Kumar

/ Solar Collector /\

%

%,
/

&

NS

&

S
: / Building \
\4 for
Storage | Auxiliary Control |  Heating
System Unit g

Fig. 12.15. Simplest configuration of active solar heating of building.®

from storage unit by means of air or liquid. Whereas in liquid collectors, any suitable
liquid, preferably water, is used for heating purpose.

(2) Storage system
Storage devices are used to store heat for use at night and on intermittent days.

(3) Auxiliary heating system
It is provided to supply heat when required of solar heating devices.

(4) Controls
Electrical or mechanical or electronically operated controls are used for supplying
stored energy into space for heating purposes.

12.7.2 Passive solar heating of buildings

The concept of solar passive heating as well as day lighting involve many parameters
like building envelope design, orientation, fenestration, ventilation, shading, mate-
rials like transparent insulation and low heat loss glazing. A complete passive solar
heating system includes collection of energy through south facing glass, storage
of energy through the use of thermal mass (usually in the form of concrete, brick,
water or phase change material), regulation of energy through provision of over-
hangs, shades or other insulating material for windows or providing a door to close
off a sun space at night and distribution of energy, which usually consists of vents,
dampers, duct work and small fans.?°

Therefore the design of houses according to the passive approach requires a
detailed understanding of the complex inter relationship between architectural tex-
tures, human behavior and climatic factors. Solar passive architecture incorporates
several features such as shape and orientation of building, shading devices and use
of appropriate building materials for conserving energy used in heating, cooling and
interior lighting of building considering prevailing solar radiation conditions in the
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Fig. 12.16. Direct solar gain type passive solar heating of building.

S S A,

area. There are three primary solar passive heating configurations, namely, direct
solar gain, indirect solar gain and isolated solar gain.

12.7.2.1 Direct solar gain

In this system, the sun shines directly through south facing windows into the space
to be heated. Thermal storage is provided to absorb and store the energy and to
prevent overheating on sunny days.”! The schematic diagram of direct gain type
passive solar heating of buildings is shown in Fig. 12.16.

12.7.2.2 Indirect solar gain

Indirect gain attempts to control solar radiation reaching an area adjacent but not
part of the living space. Heat enters the building through windows and is captured
and stored in thermal mass (e.g., water tank, masonry wall) and slowly transmitted
indirectly to the building through conduction and convection. Efficiency can suffer
from slow response (thermal lag) and heat losses at night. Other issues include
the cost of insulated glazing and developing effective systems to redistribute heat
throughout the living area. Examples: Trombe walls, water walls and roof ponds.
The schematic diagram of an indirect gain type passive solar building is shown in
Fig. 12.17.
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12.7.2.3 Isolated solar gain

Isolated gain involves utilizing solar energy to passively move heat from or to the
living space using a fluid, such as water or air by natural convection or forced
convection. Heat gain can occur through a sunspace, solarium or solar closet. These
areas may also be employed usefully as a greenhouse or drying cabinet. An equator-
side sun room may have its exterior windows higher than the windows between
the sun room and the interior living space, to allow the low winter sun to penetrate
to the cold side of adjacent rooms. Glass placement and overhangs prevent solar
gain during the summer. Earth cooling tubes or other passive cooling techniques
can keep a solarium cool in the summer. Measures should be taken to reduce heat
loss at night, e.g., window coverings or movable window insulation. The schematic
diagram of an isolated gain type passive solar building is shown in Fig. 12.18.

12.8 Conclusions

This chapter has focused exclusively on solar water heaters, solar dryers, solar
cookers, solar stills and solar heating of buildings. Solar water heaters are used for
heating water in residential or commercial premises, solar dryers are mainly used for
drying agricultural and industrial products and solar cookers are used in households
and institutions for cooking.
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The solar tunnel dryer is one of the promising options for drying various agricultural
and industrial products on a large scale. In this type of dryer, the loading and un-
loading is easy and more quantity can be dried at lower cost. The solar tunnel dryer
is essentially a poly house made of a hemi cylindrical frame cover, over which
a high density polythene sheet is wrapped, where temperature, air flow rate and
relative humidity required for drying the products can be maintained by placing
the axis of tunnel in such a way that maximum sunlight can be trapped during the
day hours. The solar tunnel dryer can be an efficient system for drying agricultural
and industrial products with reduced drying time and cost of drying operations.

289
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13.1 Introduction

Energy is a critical input for economic growth, social development and human
welfare. Indeed, a direct correlation exists between the level of economic
development and the consumption of energy. The standard of living is found to
rise with increase in the per capita consumption of energy. Further, energy is con-
sidered as a prerequisite for the development. Life cannot be in existence without
energy. Energy is not only meant for comforts of modern life, but it is also required
for essential necessities of human beings.

The energy received from the sun is called solar energy. All forms of energy on
the earth are derived from the sun. The sun provides us heat and light energy free of
cost. Solar energy, which is the ultimate source of most forms of energy used now, is
clean, safe and exists in viable quantities in many countries. The drawbacks in using
solar radiation as energy are that it cannot be stored and it is a dilute source of energy.
Also, availability of solar energy varies with time. It varies on a day-night cycle due
to the rotation of the earth on its axis. It also varies on an annual cycle due to the
revaluation of earth around the sun in an elliptical path. Solar energy has been used
since prehistoric times, but in a most primitive manner. Before 1970, some research
and development was carried out in a few countries to exploit solar energy more
efficiently, but most of this work remained mainly academic. After the dramatic rise
in oil prices in the 1970s, several countries began to formulate extensive research
and development programmes to exploit solar energy.'

Solar energy is one of the most promising renewable energy sources in the world
compared to non-renewable sources for the purpose of drying of agriculture and
industrial products. The concept of a dryer powered by solar energy is becoming
increasingly feasible because of the gradual reduction in price of solar collectors
coupled with the increasing concern about atmospheric pollution caused by conven-
tional fossil fuels used for drying crops.?

Solar energy is used for drying of the various industrial and agricultural products
in open sun and in a scientifically designed solar dryer. Solar drying is a continuous
process where moisture content, air and product temperature change simultaneously
along with the two basic inputs to the system, i.e., the solar insolation and the
ambient temperature. The drying rate is affected by ambient climatic conditions. This
includes: temperature, relative humidity, sunshine hours, available solar insolation,
wind velocity, frequency and duration of rain showers during the drying period.

Open sun drying of various industrial and agricultural products has been practiced
since the dawn of time. Open sun drying is slow and exposes the products to various
losses and deterioration in quality. A number of industries have, therefore, accepted
mechanical drying of the produce. Fuel wood, petroleum fuel, coal or electricity is
used for air heating in the mechanical dryers. Solar air dryers have great potential
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for replacement of industrial scale drying of industrial and agricultural products.
Besides, contributing saving of precious fossil fuel, fuel wood, electricity, the solar
drying may also be cost effective.

The solar tunnel dryer, a new technology for use at agricultural and industrial
level for large scale drying has been developed. The solar tunnel dryer is essentially
a walk-in type poly house, which can accommodate larger quantities of fruits and
vegetables for drying at reasonable cost. The loading and unloading of material in
this dryer is quite easy. Further, the cost of dryer installation is less compared to
other commercial dryers. Solar tunnel drying is a quite promising technology in the
field of value addition, which not only maintains quality of product for use but also
saves tremendous amounts of conventional energy sources. The added advantage of
the solar tunnel dryer is its relatively lower cost of construction and it making use of
locally available material for construction.> However, the drying efficiency seems
too low. Therefore, there is a need to minimize heat losses in the existing set up and
integrate various options for perfection in design, and simultaneously more drying
efficiency can be obtained.

13.2 Principle of Drying

The drying of any material involves the migration of water from the interior of the
material to its surface and the removal of the water from the surface. The rate of
movement differs from one substance to another. The rate of drying is dependent on
the volume, temperature and moisture content of the air passing over the material.*
The usual practice is to heat ambient air which lowers relative humidity and increases
its capacity to absorb water. This warm dry air is then passed over the material to be
dried. The warm air absorbs the moisture and dries the produce and then the moisture
laden air is exhausted. The energy requirement for drying different products can be
determined from the initial and final moisture content of each product. Products have
different drying rates and maximum allowable temperatures. In many cases, only a
small temperature rise in the air is necessary to achieve proper drying conditions.

13.3 Open Sun Drying

Drying is a universal method for preserving food and thereby helps in storage and
easy transportation, because food becomes lighter on account of moisture removal.
Traditionally food products are dried by spreading them in the open sun in thin
layers. This method is known as open sun drying. The solar radiation falling on
the drying material surface is partly reflected and partly absorbed. The absorbed
radiation and surrounding heated air heat up the drying material surface. A part of
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this heat is utilized to evaporate the moisture from the drying material surface to the
surrounding air. Part of this heat is lost through radiation (long wavelength) to the
atmosphere and through conduction to the ground surface.’ The process of heat and
mass transfer occurs simultaneously in open sun drying. The rate of drying depends
on a number of external parameters (solar radiation, ambient temperature, wind
velocity, and relative humidity) and internal parameters (initial moisture content,
type of drying material, drying material absorptive and mass of product per unit
exposed area).

Open sun drying is economical and is a simple method of drying. Sun drying
of fruits and vegetables is still practiced largely unchanged from ancient times. The
working principle of open sun drying is shown in Fig. 13.1. The solar radiation
falling on the crop surface is partly reflected and partly absorbed. The absorbed
radiation and surrounding heated air heat up the crop surface. Part of this heat is
utilized to evaporate the moisture from the crop surface to the surrounding air. This
part of heatis lost through radiation (long wavelength) to the atmosphere and through
conduction to the ground surface.®

Traditional sun drying takes place by storing the product under direct sunlight.
Sun drying is only possible in areas where, in an average year, the weather allows
foods to be dried immediately after harvest. The main advantages of sun drying are
low capital and operating costs and the fact that little expertise is required.

The main disadvantages of this method are as follows: contamination, theft or
damage by birds, rats or insects; slow or intermittent drying and no protection from

Long wavelength radiation
loss to ambient

Short wavelength
solar rediation

Reflected
losses

Wind High convective and
evaporative
Heat heat losses Crop
absorbed

Conductive heat loss
to ground

Fig. 13.1. Working principle of open sun drying.®
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rain or dew that wets the product, encourages mould growth and may result in a
relatively high final moisture content; low and variable quality of products due to over
or under drying; large areas of land needed for the shallow layers of food; laborious
since the crop must be turned, moved if it rains; direct exposure to sunlight reduces
the quality (color and vitamin content) of some fruits and vegetables. Moreover, since
sun drying depends on uncontrolled factors, production of uniform and standard
products is not expected. The quality of sun dried foods can be improved by reducing
the size of pieces to achieve faster drying and by drying on raised platforms, covered
with cloth or netting to protect against insects and animals.

13.4 Types of Solar Dryers

Solar dryers have some advantages over sun drying when correctly designed. They
give faster drying rates by heating the air to 10-30°C above ambient, which causes
the air to move faster through the dryer, reduces its humidity and deters insects.'
The faster drying reduces the risk of spoilage, improves quality of the product and
gives a higher throughput, so reducing the drying area that is needed. However, care
is needed when drying fruits to prevent rapid drying, which will prevent complete
drying and would result in case hardening and subsequent mould growth. Solar
dryers also protect food from dust, insects, birds and animals. They can be con-
structed from locally available materials at a relatively low capital cost and there are
no fuel costs. Thus, they can be useful in areas where fuel or electricity are expensive,
land for sun drying is in short supply or expensive, or sunshine is plentiful but the
air humidity is high. Typical drying times in solar dryers range from 1 to 3 days
depending on the sun, air movement, humidity and the type of food to be dried.’

There are mainly two types of solar dryers: passive and active solar dryers.
Passive solar dryers can further be classified as direct, indirect and direct cum indirect
type. In direct type passive solar dryers the solar radiation is transmitted through a
transparent cover and absorbed by blackened interior surface and produce kept for
drying. Due to accumulation of energy the temperature inside the dryer increases,
as a result there is a continuous flow of air on the drying material.’ Such dryers
are most suited for a limited quantity of fruits and vegetables at domestic level. A
schematic view of a direct type passive solar dryer is shown in Fig. 13.2.

Indirect dryers are suitable for color sensitive produce, as the produce is not
exposed directly to sunlight. The passive direct cum indirect dryer consists of an
air heating collector and a drying unit with a transparent cover on the top and the
system is connected in series.! The solar energy that passes through the transparent
cover in the collector heats the absorber which transfers heat to the air. A schematic
view of direct cum indirect type passive solar dryer is shown in Fig. 13.3.
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Fig. 13.4. Schematic view of a forced convection solar dryer.

The forced convection tunnel solar dryer is an example of a mixed mode passive
solar dryer where the power required to operate the fan is supplied by a solar module.
The active type dryers are suited for large scale application where blowers provide
force circulation of heated air.! A schematic view of a forced convection solar dryer
is shown in Fig. 13.4.

13.5 Factors Affecting Solar Drying

Solar drying is a continuous process where moisture content, air and product tem-
perature change simultaneously along with the two basic inputs to the system, i.e.,
the solar insolation and the ambient temperature.'? The drying rate is affected by
ambient climatic conditions.

13.5.1 Temperature

The drying rate of drying materials depends on the air temperature. In direct solar
dryers the drying material absorbs solar radiation and transfers a portion of the heat
to the drying air entering the dryer. This air in turn carries away evaporated moisture
from the drying material while in this case of an indirectly heated solar dryer, the
air is preheated in the collector and then enters the drying unit.
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13.5.2 Solar radiation

The availability of solar radiation depends on the climatic and geographic locations
of solar drying. The radiation intensity is determined by the latitude of the location,
position of the sun, the day of the year and the clearness of the sky.

13.5.3 Relative humidity

The drying potential depends on the difference between the moisture content of the
product and the equilibrium moisture content of the drying material determined by
the temperature and relative humidity of the drying air. If the relative humidity is
higher, the drying potential is lower and hence a lower drying rate.

13.5.4 Moisture content

The selection of the design of solar dryers is guided by initial moisture content and
the amount of moisture to be removed. The amount of moisture of the product to be
removed is dictated by the expected storage period of the dried product. The lower
the final moisture content, the higher is the expected storage life of the product.
Again, the drying rate of the product is also influenced by the moisture content of
the product.

13.6 Selection of Solar Dryers

The solar dryer is an improved form of sun drying in which drying is accomplished in
a closed structure under relatively controlled conditions utilizing the thermal energy
of sun.'! Important factors to be considered in selection for a type of solar dryer for
a particular product are: (i) the amount of product to be dried, (ii) the recommended
temperature for intended use and (iii) amount of moisture to be removed for an
expected storage life. In addition to this intensity of solar radiation, air temperature,
relative humidity and moisture content of the product are the main factors that affect
the drying process.

In view of the enormous choices of dryer types one could possibly deploy for
most products, selection of the best type is a challenging task that should not be
taken lightly nor should it be left entirely to dryer vendors who typically specialize
in only a few types of dryers. The user must take a proactive role and employ
vendors’ experience and bench-scale or pilot-scale facilities to obtain data, which
can be assessed for a comparative evaluation of several options. A wrong dryer for
a given application is still a poor dryer, regardless of how well it is designed. Note
that minor changes in composition or physical properties of a given product can
influence its drying characteristics, handling properties, etc., leading to a different
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product and in some cases severe blockages in the dryer itself. As a minimum, the
following quantitative information is necessary to arrive at a suitable dryer:

e Dryer throughput; mode of feedstock production (batch/continuous).
Physical, chemical and biochemical properties of the wet feed as well as desired
product specifications; expected variability in feed characteristics.
Upstream and downstream processing operations.

Moisture content of the feed and product.

Quality parameters (physical, chemical, biochemical).

Value of the product.

Need for automatic control.

Toxicological properties of the product.

Type and cost of fuel, cost of electricity.

Environmental regulations.

Space in plant.

For high value products like pharmaceuticals, certain foods and advanced mate-
rials, quality considerations override other considerations since the cost of drying
is unimportant. In some cases, the feed may be conditioned (e.g., size reduction,
flaking, palletizing, extrusion, back mixing with dry product) prior to drying, which
affects the choice of dryers. As a rule, in the interest of energy savings and reduction
of dryer size, it is desirable to reduce the feed liquid content by less expensive
operations such as filtration, centrifugation and evaporation.

13.7 Solar Tunnel Dryer

A solar tunnel dryer is a hemi cylindrical shaped tunnel having metallic frame
structure covered with ultraviolet stabilized polythene sheet of 200 micron, where
agricultural and industrial products on a large scale could be dried under a at least
partially controlled environment and which is large enough to permit a person to
enter and carry out operations such loading/unloading materials and inspecting the
condition of products during drying. The solar radiation is transmitted through a
plastic sheet of the tunnel dryer.!? This plastic cover has the property to transfer
short-wave length radiation. The solar radiation is converted into long wave length
radiation inside the solar tunnel dryer, as the plastic sheet is opaque to long wave
length radiation. The radiation is trapped inside the dryer, raising its temperature.
The cement concrete floor has been painted black for better absorption of solar
radiation. This particular effect is called the greenhouse effect.!?

The axis of the solar tunnel dryer is kept in an east-west direction so that
maximum exposure of southern radiation can be obtained. Inlets of fresh air are
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provided along the periphery of the tunnel near ground level towards the south side.
Chimneys have been provided on the top of the curved tunnel surface to exhaust
hot moist air. A north wall is provided to reduce heat loss which is more significant
during winter months. Approximately 68 per cent of the solar tunnel dryer area is
receiving sunlight whereas the remaining area does not boost the temperature inside
it. Therefore this insulation wall serves the purpose of minimizing heat loss. The
solar tunnel dryer consists of a solar air collector cum drying chamber. The drying
chamber is divided into multiple trays. The heated air passing over the product in
each tray evaporates moisture. The hot moist air exhausts through a chimney. The
solar tunnel dryer is simple, efficient and convenient in operation for drying pur-
poses, which can be easily integrated for large scale drying. It is very useful in all
types of climatic conditions.

The solar tunnel dryer was designed and developed for accommodating wide
varieties of materials such as agricultural produce, industrial chemical products and
industrial non-chemical products. Perfection in the design has been made keeping
in view manufacturing aspects, choice of construction material, specification to
accommodate large quantity, ease of operation and least cost of installation. Suitable
chimney size for optimum air flow rate and north wall size for prevention of heat
losses especially for winter season and maintaining adequate temperature for drying
has been designed as per standard method of thermodynamics and heat transfer. The
schematic illustration of the solar tunnel dryer is given in Fig. 13.5.

The solar energy trapped inside the solar tunnel dryer raises temperature of the
air and accelerates evaporation of moisture in the product kept inside the solar tunnel
dryer. The moist air is removed through a natural convention current. The micro-
climate inside the solar tunnel dryer may be controlled by regulating air flow rate
through the dryer using an exhaust fan. The salient features of solar tunnel dryer are
as follows:

1. It is a modular walk-in-type hemi-cylindrical poly house type design.

2. The metallic frame structure of the tunnel dryer was covered with ultra-
violet stabilized semi-transparent polyethylene sheet of at least 200-micron
thickness. It has a long life and does not allow the trapped radiation to escape.

3. The axis of the solar tunnel dryer is east-west direction so that maximum
exposure of southern radiation can be obtained.

4. A gradient of 2-3° is provided along the length of the tunnel to induce natural
convection airflow.

5. The cement concrete floor was painted black for better absorption of solar
radiation. Five-cm thick glass wool insulation was provided to reduce heat
loss through the floor.
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ALL DIMENSIONS ARE IN CM

10.

Fig. 13.5. Schematic diagram of solar tunnel dryer.

. A black body was installed to reduce heat losses from the northern side of the

tunnel.

Inlets for fresh air were provided all along the periphery of the tunnel near
ground level.

The upper end of the tunnel was provided with a steel door of at least 1.6 m x
0.75 m size for loading and unloading of the material.

Exhaust fan of 1000—1200 m?/h air flow rate capacity and 0.75 kW power rating
(as per requirement of the products). The exhaust fan operation was automatic
to maintain average relative humidity of the inside air between 30—40 per cent.
The number and size of chimney was decided on the basis of amount of
moisture removed on a day and the drying rate required.

13.8 Case Studies on Solar Tunnel Dryer for Drying Agricultural

Product (Embilica Officinalis Pulp)

Emblica officinalis (Aonla) is an important dry land fruit crop. Emblica officinalis
fruit rich in Vitamin C and pectin has an important medicinal value in Ayurvedics.'*
As the crop is becoming popular among the farmers its area under cultivation is
increasing at a steady rate. However, farmers are not achieving adequate returns.
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Keeping this in view, a new approach for Aonla drying using a solar tunnel dryer
has been developed and successfully installed at a number of emblica officinalis
orchards for drying one ton or more of emblica officinalis pulp from moisture content
of 424.93 to 10.08 per cent on a dry basis in a single batch. A solar tunnel dryer of
3.75 m x 17 m size has been designed, developed and commissioned at M/s Shrinath
Aonla Farm, Banswara, Rajasthan, India, for drying of a one-ton Aonla pulp in a
batch from 424.93 to 10.08 per cent moisture content (db).

The design parameters were decided on the basis of amount of moisture removed
per day, material specific gravity and flow rate required for removing moisture in
stipulated time.'> According to specification of the solar tunnel dryer, including
length and width of tunnel, number and height of chimney required and north wall
area required for boosting required temperature, were calculated. The structural
components of the solar tunnel dryer include hoops, foundation, floor ultraviolet
stabilized polythene film and drying trays. The specifications of the solar tunnel
dryer for drying 1.0 ton of embilica officinalis pulp installed at M/s Shrinath Aonla

Farm is shown in Table 13.1.

Table 13.1. Design details of solar tunnel dryer for drying of embilica officinalis pulp.

Components/Particulars

Specifications

Product dried

Loading capacity

Initial moisture content

Final moisture content

Drying period required

Collector material (cover)

Orientation

North wall

Size of north wall

No. of chimneys

Size of chimney (diameter and length)

Tray size

Number of trays

Number of trolleys

Door size

Length of solar tunnel dryer

Diameter of solar tunnel dryer

Floor area of solar tunnel dryer

Area of hemi cylindrical shape of solar
tunnel dryer

Embilica officinalis pulp

1000 kg per batch

424.93% (db)

10.08% (db)

16h

UV polythene 200 micron sheet
E-W direction

Glass wool sandwich in metallic cover
17m x 1.61 m

5

0.20m and 0.75 m

800 mm x 400 mm x 40 mm

2 trays per trolley

15

1.6m x 0.75m

17.0m

3.75m

63.75 m?

111.18 m?
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The dryer is large enough to permit a person to enter it and carry out operations
such as loading/unloading materials for drying. The cement concrete floor has been
painted black for better absorption of solar radiation. A black body made up of
metallic sheet has been provided on the northern side of the tunnel for preventing heat
losses from the north side of the tunnel. Inlets for fresh air have been provided along
the periphery of the tunnel near ground level, five chimneys of 20 cm diameter and
75 cm height have been provided on top of the curved surface to allow exhaust of hot
air. The upper end of the tunnel has been provided with a door of size 1.60 m x0.75 m
to facilitate loading/unloading of the material. The closed view of the solar tunnel
dryer installed at M/s Shrinath Aonla Farm, Banswara, Rajasthan, India, is shown
in Fig. 13.6.

13.8.1 Experimental study

Experiments were conducted on the solar tunnel dryer installed at M/s Shrinath
Aonla Farm. Under full load conditions embilica officinalis pulp was spread in thin
layers of approximately 4 cm thickness in the trays of size 0.4 m x 0.8 m. A total of ten
trays were placed inside the tunnel in position to accommodate one ton of embilica
officinalis pulp. Drying tests were started at 9:00 hours and stopped at 17:00 hours in
the months of December and May. For studying the microclimatic variation inside
a solar tunnel dryer, the following parameters were selected for monitoring:

1. Temperature.
2. Solar insolation.

— SN
-
/

o

Fig. 13.6. Closed view of solar tunnel dryer installed at M/s Shrinath Aonla’s Farm.
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3. Moisture content variations.
4. Relative humidity.
5. Air flow rate.

(1) Temperature

Full load testing of the dryer was conducted for evaluating the performance in
actual loaded condition. This test was conducted by loading the dryer at its designed
capacity. The tunnel dryer was evaluated for finding the performance in actual loaded
condition with drying product. To measure the temperature of air at various locations
of the dryer, three sensors inside and one sensor outside the solar tunnel dryer were
kept. Sensors number one, two and three were kept inside the solar tunnel dryer at
mid bottom point, at 1 m above mid bottom point, and at the north wall, respectively,
and sensor number zero was kept outside the solar tunnel dryer. All temperature data
were registered at an interval of an hour by a data logger.

(2) Solar insolation

Solar insolation is an important parameter in the energy balance of atmosphere
and earth surface. All bodies emit energy in the form of electromagnetic waves,
when they are at a temperature above absolute zero. The source of this thermal
radiation or temperature radiation is in the molecular motion. During collision (or
more generally as a result of interaction between molecules), part of their energy
is transformed into radiation. The emission and the absorption of thermal radiation
are governed by the temperature and nature of emitting and absorbing substance. It
is expressed in W/m?.

(3) Moisture content variations
(a) Determination of moisture content

The moisture content of the product was determined by the oven drying method.
Samples of the product were taken and weighed. Then they were placed in moisture
boxes which were placed in oven at temperature of 105°C for 24 hours. Then the
samples were again weighed and their moisture content was determined by two
methods (i) wet basis (wb) and (ii) dry basis (db). The moisture content on the wet
basis method was computed using Eq. (13.1).

W =Wy

My x 100. (13.1)

o
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The moisture content using the dry basis method was computed using Eq. (13.2).

W, — W,
My = —2— "% % 100,
Wy

where
W, = Initial weight of sample,

W, = Bone dry weight of sample.

(b) Determination of moisture ratio

The moisture ratio was calculated by using Eq. (13.3).

_ M- M —kf

MR=—"— =
M, — M,

’

where
M = Moisture content at any time 6,

M, = Equilibrium moisture content,
M, = Initial moisture content,

k = Drying constant,

0 = time.

(¢) Determination of drying rate

The drying rate was calculated from Eq. (13.4).
k=—,
T

where
W = Amount of moisture evaporated,

T =Time taken.

(4) Relative humidity

(13.2)

(13.3)

(13.4)

The ratio of actual vapor pressure in the air-water mixture and the saturated water
vapour at same temperature is known as the relative humidity of air and expressed in
percentage. It is largely dependent on atmospheric temperature. During experiments

the relative humidity was measured and recorded by a digital hygrometer.

(5) Determination of air flow rate

The air flow rate was calculated using Eq. (13.5).

AR =V, x A,

(13.5)
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where

V., = Air velocity,

A; =Area of inlet opening.

13.8.1.1 Performance evaluation of solar collector

The performance of the solar collector was evaluated in terms of collector efficiency.
The hourly collector efficiency was calculated by following the formula for each
day.

(a) Determination of mass flow rate
The mass flow rate of air was calculated using Eq. (13.6).
m = AR x D,, (13.6)

where
D, = Density of air.

(b) Determination of heat gained by drying air
Heat gained by air in the solar tunnel dryer was calculated using Eq. (13.7).
Qg =mCy(T2 — T), (13.7)

where

C, = Specific heat of air,
T, = Ambient temperature,
T, = Dryer air temperature.

(c) Heat received by the collector
The heat received by the collector was calculated using Eq. (13.8).
Q. =1x0.86x A, (13.8)

where
I = Solar insolation,

A, = Area of collector.

(d) Solar collector efficiency

Solar collector efficiency was calculated using Eq. (13.9).

e = % x 100. (13.9)

c
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13.8.1.2 Economic analysis

For the success and commercialization of any new technology, it is essential to
know whether the technology is economically viable or not. Therefore, an attempt
was made to determine the economics of the solar tunnel dryer. Different economic
indicators such as net present worth (NPW), benefit cost ratio (B/C ratio) and pay
back period were used for economic analysis of the solar system under this study.

13.8.2 Performance evaluation of solar tunnel dryer for drying emblica
officinalis (aonla) pulp

The performance of the solar tunnel dryer was evaluated in actual loaded condition
during the months of December and May for drying Aonla pulp at M/s Shrinath
Aonla Farm. First, Aonla was shredded. In the full load testing, one ton of Aonla
pulp was placed in the solar tunnel dryer and 50 kg of pulp was placed in the open
air for drying for comparison purpose. An interior view of the solar tunnel dryer
under full load condition is given in Fig. 13.7.

The performance evaluation test includes measuring solar insolation, ambient
temperature, ambient relative humidity, wind velocity, air flow rate inside the dryer,
air temperature and relative humidity inside the solar tunnel dryer. During the full
load testing, two days are required for drying the total amount of emblica officinalis
pulp in the solar tunnel dryer from moisture content of 424.93 to 10.08 per cent
(db). The testing on full load was conducted for two consecutive days in the months
of December and May.

Fig. 13.7. Inside view of solar tunnel dryer for drying foremblica officinalis pulp.



306 M. S. Seveda, N. S. Rathore and V. Kumar

45 1000
40 900 “
800 E
© % 0 2
£ 55 600 §
g 500 5
ézo 400 2
e b 300 '
10 200 2
5 100
01 : : : : : : : Lo

9:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00
Time of a Day, h
—o— at ambient —=— at mid bottom point

—A—at 1 m above mid bottom point —— at north wall
—%— solar insolation

Fig. 13.8. Variation in solar radiation, ambient temperature and temperature at different
locations in the solar tunnel dryer with time at full load condition for foremblica officinalis
pulp drying in the winter month (December).

13.8.2.1 Solar flux density and temperature

As shown in Fig. 13.8 the maximum temperature inside the solar tunnel dryer was
42°C at 15:00 hours while the minimum temperature inside the solar tunnel dryer
was 11.8°C at 9:00 hours in a typical day in the month of December against the
maximum and minimum ambient temperatures of 24.1 and 10.9°C, respectively. It
was also observed that the maximum and minimum ambient solar insulation in this
month was 901 W/m? at 13:00 hours and 76 W/m? at 17:00 hours, respectively.

Similarly, in a typical day in the month of May the maximum and minimum
temperature inside the solar tunnel dryer was observed as 61.7°C at 15:00 hours
and 32.8°C at 9:00 hours, respectively, which is shown in Fig. 13.9. Correspond-
ingly, the maximum and minimum ambient temperature was 40.8°C at 15:00 hours
and 29.4°C at 9:00 hours, respectively. It was also observed that the maximum
and minimum solar insolation in this month was 1009 W/m? at 13:00 hours and
596 W/m? at 9:00 hours, respectively.

13.8.2.2 Variation of relative humidity

As shown in Fig. 13.10 the maximum relative humidity inside the tunnel was 54
per cent at 9:00 hours, while the minimum relative humidity was 29 per cent at
15:00 hours in the month of December. The maximum ambient relative humidity
in this month was 82 per cent at 9:00 hours while the minimum ambient relative
humidity was 35 per cent at 15:00 hrs, respectively.
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Fig. 13.9. Variation in solar radiation, ambient temperature and temperature at different
locations in the solar tunnel dryer with time at full load condition for foremblica officinalis
pulp drying in the summer month (May).

45 90
40 80 _
IS8
o 35 70 =
"5 30 60 =
Y —
225 50 §
: e
g 20 40 -
E s 30 2
10 20
a2

5 10

0 4 % % % % % % % Fo

9:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00
Time of a Day, h

—=— Ambient temperature —eo— Dryer temperature
—a— Ambient relative humidity —<— Dryer relative humidity

Fig. 13.10. Ambient and average dryer temperature and relative humidity at full load
condition for foremblica officinalis pulp drying in the winter month (December).

Figure 13.11 indicates that the maximum relative humidity inside the tunnel was
50 per cent at 9:00 hours, while the minimum relative humidity was 26 per cent at
15:00 hours in the month of May. The maximum ambient relative humidity in this
month was 62 per cent at 9:00 hours while the minimum ambient relative humidity
was 29 per cent at 15:00 hours, respectively.

13.8.2.3 Variation of air flow rate

The maximum air flow rate inside the tunnel was 4192.21 m3/h at 13:00 hours, while
the minimum air flow rate was 2968.2 m3/h at 17:00 hours in the month of December.
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Fig. 13.11. Ambient and average dryer temperature and relative humidity at full load
condition for foremblica officinalis pulp drying in the summer month (May).
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Fig. 13.12. Variation of air flow rate at full load condition for foremblica officinalis pulp
drying in the months of December and May.

The results trend is given in Fig. 13.12. It is observed that the maximum air flow
rate inside the tunnel was 7374.6 m3/h at 13:00 hours, while the minimum air flow
rate was 5355 m>/h at 09:00 hours in the month of May (Fig. 13.12).

13.8.2.4 Variation of moisture content

Comparison of the moisture content of Aonla pulp in the solar tunnel dryer with
conventional sun drying for a typical experimental run was conducted in the months
of December and May. Foremblica officinalis pulp was dried from a moisture content
of 424.93 per cent (db) from 10.08 per cent (db) in 16 hours of drying in the solar
tunnel dryer as compared to 40 hours of drying in the open sun.
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Fig. 13.13. Relationship between moisture reduction and drying time in the solar tunnel
dryer and open sun drying for foremblica officinalis pulp drying in the winter month
(December).

Figure 13.13 indicates that the moisture content of the pulp was reduced from
424.93 to 80.38 per cent on dry-basis on the first day of drying for the month of
December. At the end of the drying, the pulp moisture content was 10.08 per cent
on dry-basis, while in the open air it was 128.4 per cent. It was also noted that about
44.95 per cent moisture was removed on the first day of drying while 43.73 per cent
moisture was removed on the second day of drying.

The variation of the drying rate with drying time is shown in Fig. 13.13 for the
solar tunnel dryer and open sun drying for a typical day of the month of December.
It was observed that the drying rate for the first two hours was 0.08 kg/h and at the
end of the trial the drying rate was 0.02 kg/h. It was observed that the drying rate
follows the pattern of radiation. The drying rate increased up to 13 hours and then
decreases on each day of drying.

The variation of moisture content, drying rate with drying time is shown in
Fig. 13.14 for the solar tunnel dryer and open sun drying for a typical day of the
month of May. It was observed that the initial moisture content of the Aonla pulp
was 424.93 per cent on dry-basis at the starting of drying in the month of May.

It was found that the moisture content of the Aonla pulp decreases with drying
time and finally reaches 10.33 per cent on dry-basis after 16 sunshine hours, while
in the open air it was 93.12 per cent. It was observed that the drying rate for the first
two hours was 0.07 kg/h and at the end of the trial the drying rate was 0.02 kg/h.
The drying rate was found to be comparatively higher in the solar tunnel dryer than
open sun drying. It was further observed that the drying rate varies with cumulative
drying hours (Fig. 13.14).
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Fig. 13.14. Relationship between moisture reduction and drying time in the solar tunnel
dryer and open sun drying for foremblica officinalis pulp drying in the summer month (May).
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13.8.2.5 Variation of solar collector efficiency

The efficiency of the collector ranged from 12.24 to 60.5 per cent in the month
of December. The maximum collector efficiency of 60.5 per cent was attained at
17:00 hours. The average collector efficiency was 31.99 per cent. The results trend is
illustrated in Fig. 13.15. The efficiency of the collector ranged from 17.07 to 44.30
per cent in the month of May. The maximum collector efficiency of 44.30 per cent
was attained at 15:00 hours. The average collector efficiency was 35.61 per cent

(Fig. 13.15).

Fig. 13.15.
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blica officinalis pulp drying in the months of December and May.
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Table 13.2. Economic Indicators for drying
foremblica officinalis pulp in the solar tunnel dryer.

Economic indicators Value

Net present worth (Rs.) 7730844
B/C ratio 3.01

Pay back period (Years) 2 years 5 months

13.8.3 Techno-economics analysis

The cost of construction of the solar tunnel dryer for drying foremblica officinalis
pulp is Rs. 74543. Techno-economic analysis of the solar tunnel dryer for drying
foremblica officinalis pulp was carried out using three different economic indicators
namely net present worth (NPW), benefit cost ratio (B/C ratio) and pay back period
shown in Table 13.2.

13.9 Case Studies on Solar Tunnel Dryer for Drying Industrial Product
(Di-basic Calcium Phosphate)

Di-basic calcium phosphate (CaHPOy, - 2H,0) is an odorless, tasteless, white powder
mineral based inorganic compound widely used for supplementing phosphorous
and calcium to animals along with feed. It is also used in pharmaceutical grade
and dentifrice grade. The initial moisture content of the di-basic calcium phosphate
(DCP) is about 62.87 per cent (db) and this is to be reduced to around 10.62 per
cent (db) for further usages. Presently, mechanical methods are used for drying the
material. It consists of a tray drying system which equipped with a 5.6 kW blower, a
7.5 kW suction motor and 3.7 kW hammer mill. The air is heated to a temperature of
around 60°C in a diesel-fired hot air generator. Its drying is costly, time consuming
and labor intensive.

Looking to the power requirement and high cost of the existing mechanical
dryer, a solar tunnel dryer has been designed, developed and commissioned at M/s
Phosphate India Pvt. Ltd, Udaipur, Rajasthan, India, for drying 1.5 tons di-basic
calcium phosphate (DCP) from 62.87 to 10.62 per cent moisture content (db) of
in a batch. It was a hemi-cylindrical shaped walk-in type and had a base area of
3.75m x 21.00 m for drying 1.5 tons per batch. Five-cm thick glass wool insulation
had been provided to reduce heat loss through the floor. It is based on the theoretical
calculation for critical insulation thickness for this dryer.'® The orientation of the
solar tunnel dryer is in a east-west direction. The structural components of the solar
tunnel drier include hoops foundation, floor, ultraviolet stabilized polythene film
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Fig. 13.16. Closed view of the solar tunnel dryer installed at the factory site for drying of
di-basic calcium phosphate.

and drying trays. A closed view of the solar tunnel dryer installed at the factory site
is shown in Fig. 13.16. The specifications of the solar tunnel dryer for drying 1.5
tons of di-basic calcium phosphate are shown in Table 13.3.

13.9.1 Experimental study

The experiments were conducted on the solar tunnel dryer installed at M/s Phosphate
India Pvt. Ltd. The performance of the solar tunnel dryer was evaluated by loading
di-basic calcium phosphate, and measuring the following parameters: (a) radiation
incident on the dryer, (b) air temperatures at various locations in the dryer, (c)
Moisture content variation, (d) relative humidity and (e) air flow rate.

To measure the temperature of air at various locations of the dryer, three sensors
inside and one sensor outside the solar tunnel dryer were kept for recording. Sensors
number one, two and three were kept inside the solar tunnel dryer at the mid bottom
point, at 1 m above the mid bottom point and at the north wall, respectively, and
sensor number zero was kept outside the solar tunnel dryer. All temperature data
was registered at an interval of one hour by a data logger. The solar insolation
was measured by a solar insolometer. Relative humidity was measured by a digital
hygrometer. Air flow was calculated by multiplying the air velocity with the area
of flow.

Keeping view, the months for the winter and summer season (January and June)
were adopted for conducting the experiments. Drying tests were started at 8:00 hours
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Table 13.3. Design details of solar tunnel dryer for drying of di-basic calcium phosphate.

Components/Particulars

Specifications

Product dried

Loading capacity

Initial moisture content

Final moisture content

Drying period required

Collector material (cover)

Orientation

North wall

Size of north wall

No. of Chimneys

Size of chimney (diameter and length)
Tray size

Number of trays

Number of trolleys

Door size

Length of solar tunnel dryer (STD)
Diameter of solar tunnel dryer

Floor area of solar tunnel dryer

Area of semi-cylindrical shape of STD

Di-basic calcium phosphate

1500 kg per batch

62.87% (db)

10.62% (db)

18h

UV polythene 200 micron sheet

E-W direction

Glass wool sandwich in metallic cover

2lm x 1.57m

5

0.20m and 0.75 m
800 mm x 400 mm x 40 mm
24 trays per trolley
10

1.6m x 0.75m
21.0m

3.75m

78.75 m?

134.74 m?

and stopped at 17:00 hours in the month of January and while in the month of June
tests were started at 8:00 hours and stopped at 18:00 hours. The economic evaluation
was done for drying di-basic calcium phosphate in the solar tunnel dryer.

13.9.2 Performance evaluation of the solar tunnel dryer for drying di-basic
calcium phosphate

Full load testing of the solar tunnel dryer was made for evaluating the performance
in an actual loaded condition of 1.5 tons of materials during the months of June
and January for drying di-basic calcium phosphate. Di-basic calcium phosphate
with 62.87 per cent initial moisture content (db) was taken loaded in the trays of
the solar tunnel dryer. Wet di-basic calcium phosphate is spread in a thin layer
of approximately 4 cm thickness in the trays of size 40cm x 80 cm. Twenty-four
trays are loaded onto a trolley. Each tray carries an approximate of 6.25 kg material.
Ten trolleys containing 1.5 tons of di-basic calcium phosphate was moved into the
tunnel dryer in the morning and 50 kg of di-basic calcium phosphate was placed in
the open air for drying for comparison purpose. The inside view of the solar tunnel
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Fig. 13.17. Inside view of solar tunnel dryer under full load condition for drying of di-basic
calcium phosphate.

dryer under the full load condition is given in Fig. 13.17. The testing on full load was
made for consecutive days in the months of winter (January) and summer (June).

13.9.2.1 Solar insolation and temperature

The variation of solar insolation, ambient air temperature and air temperature at
different locations inside the solar tunnel dryer for the month of January during
the drying of di-basic calcium phosphate are shown in Fig. 13.18. It was observed
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Fig. 13.18. Variation of solar radiation, ambient temperature and temperature at different
locations in the solar tunnel dryer with time at the full load condition for di-basic calcium
phosphate drying in the winter month (January).
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Fig. 13.19. Variation of solar radiation, ambient temperature and temperature at different
locations in the solar tunnel dryer with time at the full load condition for di-basic calcium
phosphate drying in the summer month (June).

that the maximum temperature inside the solar tunnel dryer was 46.1°C at 15:00 hrs
while the minimum temperature inside the solar tunnel dryer was 13°C at 8:00 hrs in
a typical day in the month of January against the maximum and minimum ambient
temperature of 26.3°C and 12°C, respectively. During drying of the di-basic calcium
phosphate the solar insolation varied from 68 to 891 W/m?.

Figure 13.19 shows that the maximum temperature attended inside the tunnel
was 60.0°C at 15:00 hours while the minimum inside temperature was 30.1°C at
8:00 hours in a typical day in month of June. Corresponding, the maximum ambient
temperature was 40.0°C at 15:00 hours while minimum ambient temperature was
27.6°C at 8:00 hours. It was observed that the maximum and minimum solar insu-
lation in this month was 1010 W/m? at 13:00 hours and 323 W/m? at 18:00 hrs,
respectively.

13.9.2.2 Variation of relative humidity

Figure 13.20 indicates that the maximum relative humidity inside the tunnel was
71 per cent at 8:00 hours, while the minimum relative humidity was 35 per cent
at 15:00 hours in the month of January. The maximum ambient relative humidity
in this month was 86 per cent at 8:00 hours while the minimum ambient relative
humidity was 39 per cent at 15:00 hours, respectively.

It was observed from Fig. 13.21 that the maximum relative humidity inside the
tunnel was 50 per cent at 8:00 hours, while the minimum relative humidity was
29 per cent at 15:00 hours in the month of June. The maximum ambient relative
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Fig. 13.20. Ambient and average dryer temperature and relative humidity at the full load
condition for di-basic calcium phosphate drying in the winter month (January).
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Fig. 13.21. Ambient and average dryer temperature and relative humidity at the full load
condition for di-basic calcium phosphate drying in the summer month (June).

humidity in this month was 65 per cent at 8:00 hours while the minimum ambient
relative humidity was 30 per cent at 15:00 hours, respectively.

13.9.2.3 Variation of air flow rate

The maximum air flow rate inside the tunnel was 5253.12 m3/h at 13:00 hours, while
the minimum air flow rate was 2591.9 m3/h at 17:00 hours in the month of January.
The results trend is given in Fig. 13.22. It is observed that the maximum air flow
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Fig. 13.22. Variation of air flow rate at the full load condition for di-basic calcium phos-
phate drying in the months of January and June.

rate inside the tunnel was 10713.6 m3/h at 13:00 hours, while the minimum air flow
rate was 8491.37 m*/h at 08:00 hours in the month of June (Fig. 13.22).

13.9.2.4 Variation of moisture content

It is observed from Fig. 13.23 that the moisture content was reduced from 62.87 to
20.13 per cent (db), while in the open air it was 45.62 per cent (db) during the first
day of drying in a typical day of month of January. It was further reduced to 10.62
per cent (db), while in the open air it was 31.94 per cent (db) at the end of second day.

The variation of drying rate with drying time is shown in Fig. 13.23 for the
solar tunnel dryer and open sun drying for a typical day of the month of January.
It was observed that the drying rate for the first two hours was 0.02 kg/h and at the
end of the trial the drying rate was 0.01 kg/h. It was observed that the drying rate
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Fig. 13.23. Relationship between moisture reduction and drying time in the solar tunnel
dryer and open sun drying for di-basic calcium phosphate drying in the winter month
(January).
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Fig. 13.24. Relationship between moisture reduction and drying time in the solar tunnel
dryer and open sun drying for di-basic calcium phosphate drying in the winter month (June).

follows the pattern of radiation. The drying rate increased up to 13 hours and then
decreases on each day of drying. It was further observed that the drying rate varies
with cumulative drying hours. It follows the trend of solar radiation, i.e., increasing
up to 13 hours and then decreasing, on both days of drying.

The variation of moisture content and drying rate with drying time is shown
in Fig. 13.24 for the solar tunnel dryer and open sun drying for a typical day of
the month of June. The initial moisture content of di-basic calcium phosphate was
64.5 per cent (db). It was observed that the moisture content of di-basic calcium
phosphate decreases with drying time and reduced to 11.40 per cent (db) in 18
sunshine hours, while in the open air it was 27.52 per cent (db). It was observed
that the drying rate for the first two hours was 0.02 kg/h and at the end of the trial
the drying rate was 0.02 kg/h. The drying rate was found to be comparatively higher
in the solar tunnel dryer than open sun drying. It further observed that the drying
rate varies with cumulative drying hours. It follows the trend of solar radiation, i.e.,
increasing up to 13 hours and then decreasing on both day of drying (Fig. 13.24).

13.9.2.5 Variation of solar collector efficiency

The efficiency of the collector ranged from 13.78 to 64.10 per cent in the month
of January. The maximum collector efficiency of 64.10 per cent was attained at
17:00 hours. The average collector efficiency was 31.04 per cent. The results trend
isillustrated in Fig. 13.25. The efficiency of the collector ranged from 12.16 to 47.82
per cent in the month of June. The maximum collector efficiency of 47.82 per cent
was attained at 17:00 hours. The average collector efficiency was 36.53 per cent
(Fig. 13.25).
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Fig. 13.25. Collector efficiency of the solar tunnel dryer at full load condition for di-basic
calcium phosphate drying in the months of January and June.

Table 13.4. Economic indicators for drying
DCP in the solar tunnel dryer.

Economic indicators Value

Net present worth (Rs.) 6207592
B/C ratio 3.06
Pay back period (Years) 2 years 5 months

13.9.3 Techno-economics analysis

The cost of construction of the solar tunnel dryer for drying di-basic calcium phos-
phate is Rs. 85353. Techno-economic analysis of the solar tunnel dryer for drying
di-basic calcium phosphate was carried out using three different economic indicators
shown in Table 13.4.

13.10 Conclusions

This chapter has described the comparison between traditional sun drying and other
solar drying techniques to show that the use of the solar tunnel dryer leads to a
considerable reduction of the drying time and to a significant improvement of the
product quality in terms of color, texture and taste.

Case studies on solar tunnel drying in this chapter present the field level perfor-
mance of different products. This study deals with the critical design specifications
and field performance of the solar tunnel dryer for drying one ton of foremblica offic-
inalis pulp and 1.5 tons of di-basic calcium phosphate at two different locations.

Earlier drying of all the products were mainly carried out by the traditional
method of sun drying, which was not only time consuming but had no control over
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the quality of products. However the use of the improved solar tunnel dryer has
led to a considerable reduction in drying time and improvement quality. The results
were shown in terms of the variation of air temperature, solar flux density, relative
humidity, air flow rate, moisture content, etc., which indicate that the performance
of the solar tunnel dryer was better.

Techno-economic analysis of the solar tunnel dryers was also carried out by
using different economic indicators. It was observed that the solar tunnel dryer
is an economical technology for drying all kinds of agriculture, horticulture and
agro-industrial materials.
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Biomass is a renewable energy resource derived from the carbonaceous waste of
various human and natural activities. Biomass is the storage of solar energy in
chemical form in plant and animal materials. It is one of the commonly used, pre-
cious and versatile resources on earth. Biomass has been used for energy purposes
ever since man discovered fire. Biomass energy can be a sustainable, environmen-
tally benign and economically sound source.
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14.1 Introduction

Energy demand is increasing continuously due to rapid growth in population and
industrialization development. The development of energy sources is not keeping
pace with spiraling consumption. Even developed countries are not able to com-
pensate even after increasing the energy production multifold.! The major energy
demand is compensated from conventional energy sources such as coal, oil, natural
gas, etc.! Two major problems, which every country is facing with these conventional
fuels, are as follows:

(1) These energy sources are on the verge of becoming extinct. The world’s oil
reserves are estimated to be depleted by 2050.

(2) Energy extraction from these conventional fuels causes pollution. It is well
known that SO, emission produced by burning fossil fuels is the major cause
of acid rain. Globally, an increase in the emissions rates of greenhouse gases,
i.e., CO, presents a threat to the world climate. As an estimate in the year 2000,
over 20 million metric tons of CO, are expected to be released in the atmo-
sphere each year.>? If this trend continues, some extreme natural calamities are
expected, such as excessive rainfall and consequent floods, droughts and local
imbalances.

Presently, there is an utmost need of alternative energy reso